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Project 6: PNT with Signals of Opportunity and Real-World Jammed and Spoofed Environments 

In GNSS-degraded environments, whether the degrada6on is naturally occurring (e.g., in deep 
urban canyons) or inten6onal (e.g., in the presence of a jammer or a spoofer), ambient radio 
frequency (RF) signals can be exploited as an alterna6ve posi6oning, naviga6on, and 6ming (PNT) 
source. These signals are commonly referred to as signals of opportunity (SOPs). SOPs can be 
terrestrial (e.g., cellular, digital television, and AM/FM transmiLers ) or space-based (e.g., low 
Earth orbit (LEO) satellites). 

This project studied various aspects of exploi6ng cellular terrestrial and LEO-based SOPs as an 
alterna6ve to GNSS for mul6-modal highly automated transporta6on systems (HATS). The studies 
spanned theore6cal analyses and modeling, extensive simula6ons, and real-world experimental 
demonstra6ons on ground vehicles, low-al6tude unmanned aerial vehicles (UAVs), and high-
al6tude aircraR. Some studies were also conducted in a real-world GPS-jammed environment at 
Edwards Air Force Base, Mojave Desert, CA. 

A total of 55 studies; each published as a journal, conference, or magazine paper; were 
conducted. In what follows, the main findings from each study, grouped by topical area, are 
summarized. The publica6ons resul6ng from these studies are appended next. 

I. Enhanced Integrity Monitoring with GNSS Fused with Terrestrial SOPs

1. Aerial vehicle protection level reduction by fusing GNSS and terrestrial signals of
opportunity
M. Maaref, J. Khalife, and Z. Kassas
IEEE Transactions on Intelligent Transportation Systems, 2021, Vol. 22, Issue 9,
pp. 5976–5993 (special issue)
Summary: A method for reducing the protec6on levels (PLs) of aerial vehicles by fusing
global naviga6on satellite sys- tems (GNSS) signals with terrestrial signals of opportu- nity
(SOPs) is developed. PL is a naviga6on integrity parameter that guarantees the probability
of posi6on error exceeding a cer- tain value to be bounded by a target integrity risk. For
unmanned aerial vehicles (UAVs), it is desirable to achieve as 6ght PLs as possible. This
paper characterizes terrestrial cellular SOPs’ mea- surement errors from extensive UAV
flight campaigns, collected over the past few years in different environments and from dif- 
ferent providers, transmiing at different frequencies and band- widths. Next, the
reduc6on in PLs due to fusing terrestrial SOPs with a tradi6onal GNSS-based naviga6on
system is analyzed. It is demonstrated that incorpora6ng terrestrial SOP measurements is
more effec6ve in reducing the PLs over adding GNSS measure- ments. Experimental
results are presented for a UAV traversing a trajectory of 823 m, during which the VPL of
the GPS-based and GNSS-based naviga6on systems were reduced by 56.9% and 58.8%,
respec6vely, upon incorpora6ng SOPs; while the HPL of the GPS-based and GNSS-based
naviga6on systems were reduced by 82.4% and 74.6%, respec6vely, upon incorpora6ng
SOPs.



2. Opportunistic autonomous integrity monitoring for enhanced UAV safety 
J. Khalife, M. Maaref, and Z. Kassas 
IEEE Aerospace and Electronic Systems Magazine, 2023, Vol. 38, no. 5, pp. 34-
44 (special issue) 
Summary: An opportunis6c advanced receiver autonomous integrity monitoring 
(OARAIM) algorithm for unmanned aerial vehicle (UAV) naviga6on is developed. This 
algorithm fuses ambient terrestrial signals of opportunity (SOPs) with global naviga6on 
satellite system (GNSS) signals to improve the ca- pability of detec6ng GNSS and SOP 
measurement faults and provide 6ght protec6on level (PL) bounds. A receiver is assumed 
to make pseudorange measurements on mul6ple GNSS satellites and terrestrial SOPs. 
Experimental tests are presented injec6ng simulated faults into the OARAIM algorithm 
which successfully detects the faults in GPS satellites and SOPs. Moreover, the OARAIM 
algorithm and the inclusion of the SOPs reduces the ver6cal and horizontal PLs by more 
than 55% and 70%, respec6vely, compared to only using GNSS measurements. 

3. Performance analysis of opportunistic ARAIM for navigation with GNSS signals fused 
with terrestrial signals of opportunity 
M. Jia, J. Khalife, and Z. Kassas 
IEEE Transactions on Intelligent Transportation Systems, 2023, Vol. 24, no. 10, 
pp. 10587-10602 
Summary: Integrity monitoring of a vehicular naviga6on system that u6lizes mul6-
constella6on global naviga6on satellite systems (GNSS) signals fused with terrestrial 
signals of opportunity (SOPs) is considered. An opportunis6c advanced receiver 
autonomous integrity monitoring (OARAIM) framework is developed to detect faults and 
calculate protec6on levels (PLs). The influence of fusing SOPs on the integrity performance 
is analyzed. It is shown that fusing a single SOP with GNSS signals essen6ally increases 
both the horizontal PL (HPL) and ver6cal PL (VPL), while fusing two or more SOPs could 
reduce the PLs and improves fault detec6on. Performance sensi6vity analysis for the 
probability of SOP fault and user range error is conducted to characterize the fault-free 
HPL under different regimes. Experimental results on an unmanned aerial vehicle (UAV) 
naviga6ng with GPS signals fused with cellular SOPs are presented to validate the 
effec6veness of the OARAIM framework and demonstrate the analysis of the integrity 
performance in the horizontal direc6on. 

4. Urban road safety prediction: a satellite navigation perspective 
H. Lee, J. Seo, and Z. Kassas 
IEEE Intelligent Transportation Systems Magazine, 2022, Vol. 14, no. 6, pp. 94-106 
Summary: Predic6ng the safety of urban roads for naviga6on via global naviga6on 
satellite systems (GNSS) signals is considered. To ensure the safe driving of automated 
vehicles, a vehicle must plan its trajectory to avoid naviga6ng on unsafe roads (e.g., icy 
condi6ons, construc6on zones, narrow streets, and so on). Such informa6on can be 
derived from roads’ physical proper6es, the vehicle’s capabili6es, and weather condi6ons. 
From a GNSS-based naviga6on perspec6ve, the reliability of GNSS signals in different 
locales, which is heavily dependent on the road layout within the surrounding 
environment, is crucial to ensure safe automated driving. An urban road environment 
surrounded by tall objects can significantly degrade the accuracy and availability of GNSS 



signals. This ar6cle proposes an approach to predict the reliability of GNSS-based 
naviga6on to ensure safe urban naviga6on. Satellite naviga6on reliability at a given 
loca6on and 6me on a road is determined based on the probabilis6c posi6on error bound 
of the vehicle-mounted GNSS receiver. A metric for GNSS reliability for ground vehicles is 
suggested, and a method to predict the conserva6ve probabilis6c error bound of the GNSS 
naviga6on solu6on is proposed. A satellite naviga6on reliability map is generated for 
various naviga6on applica6ons. As a case study, the reliability map is used in a proposed 
op6miza6on problem formula6on for automated ground vehicle safety-constrained path 
planning. 

5. Evaluation of ground vehicle protection level reduction due to fusing GPS with faulty 
terrestrial signals of opportunity 
M. Jia, J. Khalife, and Z. Kassas 
ION International Technical Meeting, Jan. 25-28, 2021, San Diego, CA, pp. 354–365 
Summary: The protec6on level (PL) performance of an autonomous ground vehicle (AGV) 
due to fusing GPS signals with faulty terrestrial signals of opportunity (SOPs) is evaluated. 
The AGV is assumed to be equipped with receivers, which can produce a naviga6on 
solu6on from GPS and SOP pseudorange measurements. First, the effect of the number 
of SOPs on the PL reduc6on is analyzed. Then, the PL reduc6on under different 
assump6ons of SOP fault probabili6es is explored. The results show that while adding one 
SOP could increase the PL, adding two or more SOPs would significantly reduce the PLs. 
The results also demonstrate that even for highly unreliable SOPs (namely, those with fault 
probabili6es as high as 10%), adding two or more SOPs would s6ll reduce the PLs. 

6. Ground vehicle navigation integrity monitoring for multi-constellation GNSS fused 
with cellular signals of opportunity 
M. Jia, H. Lee, J. Khalife, Z. Kassas, and J. Seo 
IEEE International Conference on Intelligent Transportation Systems, Sep. 19-22, 
2021, Indianapolis, IN, pp. 3978–3983 
Summary: Integrity monitoring of a ground vehicle naviga6on system, u6lizing mul6-
constella6on global naviga6on satellite systems (GNSS) signals fused with ambient cellular 
signals of opportunity (SOPs) is considered. An advanced receiver autonomous integrity 
monitoring (ARAIM) framework is developed to detect and exclude mul6path and non-
line-ofsight errors. A method to conserva6vely predict the horizontal protec6on level 
(HPL) is proposed, u6lizing ray-tracing and channel impulse response predic6on in a three-
dimensional (3D) building map of the environment. Simula6on results are presented 
demonstra6ng the conserva6vely predicted HPL with different signals (GPS-only, 
GPS+GLONASS, GPS+SOP, and GPS+GLONASS+SOP). Experimental results are presented 
for a ground vehicle naviga6ng a trajectory of 1380 m in an urban environment, showing 
the availability rates for GPS-only, GPS+GLONASS, GPS+SOP, and GPS+GLONASS+SOP 
being 52.53%, 75.66%, 76.87%, and 80.72%, respec6vely. 

7. Kalman filter-based integrity monitoring for GNSS and 5G signals of opportunity 
integrated navigation 
M. Jia and Z. Kassas 
IFAC Symposium on Advances in Automotive Control, Aug. 29-31, 2022, Columbus, 
OH, pp. 273-278 (special session) 



Summary: A Kalman filter-based receiver autonomous integrity monitoring algorithm 
(RAIM) is proposed to exploit sequen6al measurements from global naviga6on satellite 
systems (GNSS) and cellular 5G signals of opportunity (SOPs), to ensure safe vehicular 
naviga6on in urban environments. To deal with frequent threats caused by mul6path and 
non-line-of-sight condi6ons, an innova6on-based outlier rejec6on method is introduced. 
Next, a fault detec6on technique based on solu6on separa6on test is developed, and the 
quan6fica6on of protec6on levels is derived. Experimental results of a ground vehicle 
traveling in an urban environment, while making pseudorange measurements to GPS 
satellites and cellular 5G towers, are presented to demonstrate the efficacy of the 
proposed method. Incorpora6ng 5G signals from only 2 towers is shown to reduce the 
horizontal protec6on level (HPL) by 0.22 m compared to using only GPS. Moreover, the 
proposed method is shown to reduce the HPL and ver6cal protec6on level (VPL) by 
84.42% and 69.63%, respec6vely, over the snapshot advanced RAIM (ARAIM). 

8. Fault detection and exclusion for INS/GPS/5G tightly-coupled navigation 
M. Jia and Z. Kassas 
IEEE/ION Position, Location, and Navigation Symposium, Apr. 25-27, 2023, Monterey, 
pp. 597-602 
Summary: A solu6on separa6on-based fault detec6on and exclusion (FDE) framework is 
developed for GPS and 5G signal of opportunity (SOP) aided iner6al naviga6on system 
(INS). The proposed framework fuses an iner6al measurement unit (IMU) with GPS and 
5G pseudorange measurements in a 6ghtly-coupled fashion via an extended Kalman filter 
to es6mate the ground vehicles’ aitude, posi6on, velocity, and clock errors. Solu6on 
separa6on tests are exploited to detect and exclude faults from GPS and 5G signals due 
to transmiLer failures and local threats in urban environments (e.g., mul6path). 
Experimental results are presented to evaluate the efficacy of the proposed framework 
under different sensor fusion scenarios. It is shown that fusing 5G signals enhances the 
FDE performance of the mul6-sensor system in a suburban scenario: while INS/GPS fails 
to detect faulty GPS measurements, the INS/GPS/SOP is able to detect the fault. 
Moreover, over a trajectory of 1.91 km traversed in 200 s, using signals from two 5G gNBs, 
the INS/GPS/5G system achieved a posi6on root-mean squared error (RMSE) of 0.81 m 
and maximum posi6on error of 2.17 m. The undetected GPS fault in the INS/GPS system 
increased the RMSE and maximum posi6on error to 1.83 m and 4.25 m, respec6vely. 

 
 
II. CogniIve Sensing and NavigaIon with Terrestrial 5G SOPs 
 

1. Cognitive opportunistic navigation in private networks with 5G signals and beyond 
M. Neinavaie, J. Khalife, and Z. Kassas 
IEEE Journal of Selected Topics in Signal Processing, 2022, Vol. 16, no. 1, pp. 129-143 
Summary: A receiver architecture is proposed to cogni6vely extract naviga6on 
observables from fiRh genera6on (5G) new radio (NR) signals of opportunity. Unlike 
conven6onal opportunis6c receivers which require knowledge of the signal structure, 
par6cularly the reference signals (RSs), the proposed cogni6ve opportunis6c naviga6on 
(CON) receiver requires knowledge of only the frame dura6on and carrier frequency of 



the signal. In 5G NR, some of these RSs are only transmiLed on demand, which limits the 
exis6ng opportunis6c naviga6on frameworks to signals which are on always-on; hence, 
limi6ng the exploitable RS bandwidth. To exploit the full available bandwidth and improve 
ranging accuracy, the proposed CON receiver is designed to es6mate all the RSs contained 
in the transmiLed signals corresponding to mul6ple 5G base sta6ons, (i.e., gNBs). 
Naviga6on observables (pseudorange and carrier phase) are subsequently derived from 
the es6mated RSs. The proposed receiver operates in two stages: (i) acquisi6on and (ii) 
tracking. The acquisi6on stage of the CON receiver is modeled as a sequen6al detec6on 
problem where the number of gNBs and their corresponding RSs and Doppler frequencies 
are unknown. The generalized likelihood ra6o (GLR) test for sequen6ally detec6ng ac6ve 
gNBs is derived and used to es6mate the number of gNBs and their RSs. In order for the 
receiver to refine and maintain the Doppler and RS es6mates provided by the acquisi6on 
stage, tracking loops are designed. A sufficient condi6on on the Doppler es6ma6on error 
to ensure that the proposed GLR asympto6cally achieves a constant false alarm rate 
(CFAR) is derived. The output of the tracking loops, namely carrier phase and code phase, 
are then used to es6mate the receiver’s posi6on. Extensive experimental results are 
presented demonstra6ng the capabili6es of the proposed CON receiver with real 5G 
signals on ground and aerial plaporms, with an experiment showing the first naviga6on 
results with real 5G signals on an unmanned aerial vehicle (UAV) naviga6ng using the CON 
receiver over a 416 m trajectory with a posi6on root mean-squared error (RMSE) of 4.35 
m. 

2. Exploiting on-demand 5G downlink signals for opportunistic navigation 
A. Abdallah, J. Khalife, and Z. Kassas 
IEEE Signal Processing Letters, 2023, Vol. 30, pp. 389-393 
Summary: This leLer presents the first user equipment (UE)- based 5G naviga6on 
framework that exploits the “on-demand” 5G downlink signals. In this framework, the 
en6re system bandwidth of incoming 5G signals is u6lized in an opportunis6c fashion. The 
proposed framework involves a cogni6ve approach to acquire the so-called ul6mate 
reference signal (URS), which includes the “on-demand” as well as “always-on” reference 
signals (RSs). Experimental results are presented showing that the acquired URS: (i) spans 
the en6re 5G downlink bandwidth, (ii) increases the carrier-to-noise ra6o by 10 dB 
compared to state-of-the-art 5G user equipment (UE)-based opportunis6c naviga6on 
receiver, and (iii) reduces significantly the carrier and code phase errors. A ranging error 
standard devia6on of 2.75 m was achieved with proposed framework with a sta6onary 
receiver placed 290 m away from a 5G gNB in a clear line-of-sight environment, which is 
lower than the 5.05 m achieved when using the “always-on” 5G downlink signals. 

3. Assessing real 5G signals for opportunistic navigation 
A. Abdallah, K. Shamaei, and Z. Kassas 
ION Global Navigation Satellite Systems Conference, Sep. 21-25, 2020, St. Louis, MO, 
pp. 2548–2559 
Summary: Cellular fiRh-genera6on (5G) signals are assessed for opportunis6c naviga6on. 
A carrier-aided code-based soRwaredefined receiver (SDR) is presented, which produces 
naviga6on observables from received downlink 5G signals. These observables are 
analyzed to assess the performance of 5G signals for opportunis6c naviga6on. 



Experimental results are presented of a ground vehicle naviga6ng with the 5G SDR while 
receiving signals from two 5G base sta6ons (known as gNBs). It is shown that over a 
trajectory of 1.02 km traversed in 100 seconds, the posi6on root mean-squared error 
(RMSE) was 14.9 m. 

4. A machine learning multipath mitigation approach for opportunistic navigation with 
5G signals 
M. Orabi, A. Abdallah, J. Khalife, and Z. Kassas 
ION Global Navigation Satellite Systems Conference, Sep. 20-24, 2021, St. Louis, MO, 
pp. 2895-2909 
Summary: The ability of different neural networks to mi6gate mul6path signals for 
opportunis6c naviga6on with downlink 5G signals is assessed. Two neural networks, 
namely feed-forward neural networks (FFNNs) and 6me-delay neural networks (TDNNs), 
are designed to learn mul6path-induced errors on a 5G receiver’s code phase es6mate. 
The neural networks use inputs from the autocorrela6on func6on (ACF) to learn the errors 
in the code phase es6mate of a conven6onal delay-locked loop (DLL). A ray tracing 
algorithm is used to produce high fidelity training data that could model the dynamics 
between the line of sight (LOS) component and the non-line of sight (NLOS) components. 
Cross-valida6on methods are used on FFNNs to examine the sensi6vity of the out-of-
sample error on the number of hidden layers, number of neurons per layer, and 
regulariza6on constant that limits the complexity of the hypothesis space. Moreover, 
TDNNs with varying access to the 6me history of the ACF taps are assessed. Experimental 
results in a mul6path-rich environment are presented demonstra6ng that the proposed 
TDNN achieved ranging root-mean squared error (RMSE) reduc6on of 27.1% compared to 
a conven6onal DLL. 

5. Carpe signum: seize the signal – opportunistic navigation with 5G 
Z. Kassas, A. Abdallah, and M. Orabi 
Inside GNSS Magazine, Vol. 16, Issue 1, Feb. 2021, pp. 52–57 
Summary: Innova6ve features of cellular fiRh-genera6on (5G) signals enable the wireless 
system to play a major role in autonomous technologies. Test results of a ground vehicle 
naviga6ng with signals from five 5G base sta6ons (gNBs) over a trajectory of 773 m 
traversed in 110 seconds show a posi6on root mean-squared error of 4.1 m. 

6. Universal receiver architecture for blind navigation with partially known terrestrial 
and extraterrestrial signals of opportunity 
J. Khalife, M. Neinavaie, and Z. Kassas 
ION Global Navigation Satellite Systems Conference, Sep. 20-24, 2021, St. Louis, MO, 
pp. 2201–2211 
Summary: A universal receiver architecture that is capable of exploi6ng par6ally known 
signals of opportunity (SOPs) for naviga6on is presented. A par6ally known signal refers 
to a signal to which only the center frequency and bandwidth are known to the receiver. 
Assuming that the SOP follows a standard modula6on scheme, e.g., phase shiR keying 
(PSK) or quadrature amplitude modula6on (QAM), and a standard mul6plexing scheme, 
e.g., code-division mul6ple access (CDMA) or orthogonal frequency-division mul6plexing 
(OFDM), the proposed receiver architecture can blindly acquire and track the SOP to 
provide a naviga6on solu6on. Experimental results are presented showing the proposed 



receiver successfully producing meter-level-accurate naviga6on solu6ons from different 
types of terrestrial and space signals: GPS, cellular 4G long-term evolu6on (LTE) and 5G, 
and Starlink LEO satellites, under the aforemen6oned par6ally known assump6on. 

7. Opportunistic navigation using sub-6 GHz 5G downlink signals: a case study on a 
ground vehicle 
A. Abdallah and Z. Kassas 
European Conference on Antennas and Propagation, Mar. 27 - Apr. 1, 2022, Madrid, 
Spain, pp. 1-5 (special session) 
Summary: A user equipment (UE)-based naviga6on framework that opportunis6cally 
exploits 5G signals is developed. The proposed framework exploits the “always on” 5G 
downlink signals in a 6me-domain-based receiver. To this end, a so-called ul6mate 
synchroniza6on signal (USS) is proposed to u6lize the 6me-domain orthogonality of the 
orthogonal frequency division mul6plexing (OFDM)-based 5G signals. This approach 
simplifies the receiver’s complexity and enhances the performance of the 5G 
opportunis6c naviga6on framework. Experimental results are presented to evaluate the 
efficacy of the proposed framework on a ground vehicle naviga6ng in a suburban 
environment, while u6lizing sub6 GHz 5G signals from two gNBs. It is shown that while a 
state-of-the-art frequency-domain-based 5G opportunis6c naviga6on receiver can only 
reliably track the gNBs’ signals over a trajectory of 1.02 km traversed in 100 seconds, 
producing a posi6on root mean-squared error (RMSE) of 14.93 m; the proposed 6me-
domain-based receiver was able to track over a trajectory of 2.17 km traversed in 230 
seconds, achieving a posi6on RMSE of 9.71 m. 

8. Experimental characterization of received 5G signals carrier-to-noise ratio in indoor 
and urban environments 
A. Abdallah, J. Khalife, and Z. Kassas 
IEEE Vehicular Technology Conference, Apr. 25-28, 2021, Helsinki, Finland, pp. 1-5 
Summary: An extensive experimental study to characterize frequency range 1 (FR1) (i.e., 
sub-6 GHz) 5th genera6on (5G) signals from exis6ng infrastructure for naviga6on is 
presented. The study uses a state-of-the-art 5G naviga6on soRware-defined radio (SDR) 
to track 5G signals in different environments and under different condi6ons to analyze the 
behavior of the received carrier-to-noise-ra6o (C/N0), which directly affects the precision 
of the naviga6on performance. Three different experimental scenarios were conducted 
for this purpose with real 5G signals and 4th genera6on (4G) long-term evolu6on (LTE) 
signals for comparison purposes: (i) a sta6onary indoor scenario to study the effect of wall 
and floor par66ons, (ii) a sta6onary outdoor scenario to study the effect of sampling rate, 
antenna grade, and clock quality, and (iii) a mobile outdoor experiment to study the C/N0 
as a func6on of the range. All three scenarios confirmed the poten6al of downlink 4G and 
5G signals for naviga6on 

9. Multipath mitigation of 5G signals via reinforcement learning for navigation in urban 
environments 
A. Abdallah, M. Orabi, and Z. Kassas 
IEEE Vehicular Technology Conference, Jun. 19-22, 2022, Helsinki, Finland, pp. 1-5 
Summary: The ability of reinforcement learning (RL)-based convolu6onal neural network 
(CNN) to mi6gate mul6path signals for opportunis6c naviga6on with downlink 5G signals 



is assessed. The CNN uses inputs from the autocorrela6on func6on (ACF) to learn the 
errors in the code phase es6mates. A ray tracing algorithm is used to produce high fidelity 
training data that could model the dynamics between the line of sight (LOS) component 
and the non-line of sight (NLOS) components. Experimental results on a ground vehicle 
naviga6ng with 5G signals for 902 m in a mul6path-rich environment are presented, 
demonstra6ng that the proposed RL-CNN achieved a posi6on root-mean squared error 
(RMSE) of 14.7 m compared to 20.6 m with a conven6onal delay-locked loop (DLL). 

10. Joint detection and tracking of unknown beacons for navigation with 5G signals and 
beyond 
M. Neinavaie and Z. Kassas 
ION Global Navigation Satellite Systems Conference, Sep. 19-23, 2022, Denver, CO, 
pp. 921-932 
Summary: A receiver architecture is proposed to jointly detect and track unknown 
beacons to extract naviga6on observables from fiRh genera6on (5G) new radio (NR) 
signals of opportunity and beyond. Unlike conven6onal opportunis6c receivers which 
require knowledge of the signal structure, par6cularly the reference signals (RSs), the 
proposed receiver requires knowledge of only the RS period and carrier frequency of the 
signal. The transmiLed RSs for private networks are unknown for an opportunis6c 
receiver. Moreover, to use the spectrum more efficiently, some of these RSs are only 
transmiLed on demand in 5G NR, which limits the exis6ng opportunis6c naviga6on 
frameworks to signals which are on always-on; hence, limi6ng the exploitable RS 
bandwidth. To exploit the full available bandwidth and improve ranging accuracy, the 
proposed receiver is designed to es6mate all the RSs contained in the transmiLed signals 
corresponding to mul6ple unknown sources. Naviga6on observables (pseudorange and 
carrier phase) are subsequently derived from the es6mated RSs. The proposed receiver 
operates in two stages: (i) detec6on of unknown signals and (ii) tracking. The detec6on of 
unknown signals is modeled as a sequen6al detec6on problem where the number of 
sources and their corresponding RSs and Doppler frequencies are unknown. The 
generalized likelihood ra6o (GLR) test for sequen6ally detec6ng ac6ve gNBs is used to 
es6mate the number of sources and their RSs. In order for the receiver to refine and 
maintain the Doppler and RS es6mates provided by the acquisi6on stage, tracking loops 
are used. The output of the tracking loops, namely carrier phase and code phase, are then 
used to es6mate the receiver’s posi6on. Experimental results are presented 
demonstra6ng the capabili6es of the proposed receiver with real 5G signals on ground 
and aerial plaporms, with an experiment showing the naviga6on results with real 5G 
signals on an unmanned aerial vehicle (UAV) naviga6ng using the proposed receiver over 
a 416 m trajectory with a posi6on root mean-squared error (RMSE) of 4.35 m. 

 
 
III. NavigaIon in GNSS-Denied Environments 
 

1. I am not afraid of the GPS jammer: resilient navigation via signals of opportunity in 
GPS-denied environments 



Z. Kassas, J. Khalife, A. Abdallah, and C. Lee 
IEEE Aerospace and Electronic Systems Magazine, 2022, Vol. 37, no. 7, pp. 4-19 
Summary: I am not afraid of the GPS jammer, as long as there are ambient signals of 
opportunity (SOPs) to exploit in the envi- ronment. In environments where GPS signals are 
challenged (e.g., indoors and deep urban canyons) or denied (e.g., under jamming and 
spoofing aLacks), SOPs could serve as an alterna6ve posi- 6oning, naviga6on, and 6ming 
(PNT) source to GPS, and more generally, to global naviga6on satellite systems (GNSS). 
This paper presents a radio simultaneous localiza6on and mapping (radio SLAM) approach 
that enables the exploita6on of SOPs for resilient and accurate PNT. Radio SLAM es6mates 
the states of the navigator-mounted receiver simultaneously with the SOPs’ states. Radio 
SLAM could produce an SOP-derived naviga6on solu6on in a standalone fashion or by 
fusing SOPs with sensors (e.g., iner6al measurement unit (IMU), lidar, etc.), digital maps, 
and/or other signals (e.g., GNSS). This paper presents the first published experimental 
results evalua6ng the efficacy of radio SLAM in a real GPS-denied environment. These 
experiments took place at Edwards Air Force Base, California, USA, during which GPS was 
inten6onally jammed with jamming-to-signal (J/S) ra6o as high as 90 dB. The paper 
evaluates the 6ming of two cellular long-term evolu6on (LTE) SOPs located in the jammed 
environment, showing 6ming stability over 95 minutes of GPS jamming. Moreover, the 
paper presents naviga6on results showcasing a ground vehicle traversing a trajectory of 
about 5 km in 180 seconds in the GPS-jammed environment. The vehicle’s GPS-IMU 
system driRed from the vehicle’s ground truth trajectory, resul6ng in a posi6on root mean-
squared error (RMSE) of 238 m. In contrast, the radio SLAM approach with a single cellular 
LTE SOP whose posi6on was poorly known (an ini6al uncertainty on the order of several 
kilometers) achieved a posi6on RMSE of 32 m.  

2. No GPS no problem: exploiting cellular OFDM-based signals for accurate navigation 
Z. Kassas and A. Abdallah 
IEEE Transactions on Aerospace and Electronic Systems, 2023, accepted 
Summary: This paper presents a receiver that could exploit downlink orthogonal 
frequency-division mul6plexing (OFDM)- based cellular signals to navigate 
opportunis6cally to meter-level accuracy in a real-world GPS-denied environment. The 
proposed receiver exploits signals from mul6ple logical antenna ports simultaneously, 
which drama6cally improves the receiver’s sensi6vity. The efficacy of the proposed 
receiver is demonstrated experimentally in an environment under inten6onal GPS 
jamming, in which the ground vehicle-mounted receiver navigated for 5 km in 180 
seconds. The receiver was able to acquire and track signals from 7 longterm evolu6on 
(LTE) eNodeBs, one of which was more than 25 km away, achieving a two-dimensional 
posi6on root mean-squared error (RMSE) of 2.6 m. 

3. I am not afraid of the jammer: navigating with signals of opportunity in GPS-denied 
environments 
Z. Kassas, J. Khalife, A. Abdallah, and C. Lee 
ION Global Navigation Satellite Systems Conference, Sep. 21-25, 2020, St. Louis, MO, 
pp. 1566–1585 
Summary: I am not afraid of the GPS jammer, as long as there are ambient signals of 
opportunity (SOPs) to exploit in the environment. In environments where GPS signals are 



challenged (e.g., indoors and deep urban canyons) and denied (e.g., under jamming and 
spoofing aLacks), SOPs could serve as an alterna6ve naviga6on source to GPS, and more 
generally, to global naviga6on satellite systems (GNSS). This paper presents a radio 
simultaneous localiza6on and mapping (radio SLAM) approach that enables the 
exploita6on of SOPs for resilient and accurate naviga6on. Radio SLAM es6mates the states 
of the navigator-mounted receiver simultaneously with the SOPs’ states. Radio SLAM 
could produce an SOP-derived naviga6on solu6on in a standalone fashion or by fusing 
SOPs with sensors (e.g., iner6al measurement unit (IMU), lidar, etc.), digital maps, and/or 
other signals (e.g., GNSS). The paper also overviews a core component of radio SLAM: a 
cogni6ve soRware-defined radio (SDR) called MATRIX: Mul6channel Adap6ve TRansceiver 
Informa6on eXtractor, which produces naviga6on observables from terrestrial and space-
based SOPs. Next, the paper showcases the most accurate naviga6on results to-date with 
terrestrial and space-based SOPs from low Earth orbit (LEO) satellites in different 
environments and on different plaporms: indoor pedestrian, ground vehicles in urban and 
deep urban canyons, and aerial vehicles. Finally, the paper presents the first ever 
published experimental results for naviga6on with SOPs in a GPS-denied environment. 
These experiments took place at Edwards Air Force Base, California, USA, during which 
GPS was inten6onally jammed with jamming-to-signal (J/S) ra6o as high as 90 dB. The 
results showcase a ground vehicle traversing a trajectory of about 5 km in 180 seconds in 
the GPS-jammed environment, during which a GPS-IMU system driRed from the vehicle’s 
ground truth trajectory, resul6ng in a posi6on root mean-squared error (RMSE) of 238 m. 
In contrast, the radio SLAM approach with a single cellular long-term evolu6on (LTE) SOP 
whose posi6on was poorly known (an ini6al uncertainty on the order of several 
kilometers) achieved a posi6on RMSE of 32 m. 

4. Demo: I am not afraid of the GPS jammer: exploiting cellular signals for accurate 
ground vehicle navigation in a GPS-denied environment 
A. Abdallah, Z. Kassas, and C. Lee 
ACM Workshop on Automotive and Autonomous Vehicle Security, Apr. 24, 2022, San 
Diego, CA, pp. 1-1 
Summary: This demo presents unprecedented aLack-defense results of a ground vehicle 
naviga6ng to a meter-level accuracy in a real-world GPS-denied environment, by 
exploi6ng ambient cellular signals exclusively and no other sensors. 

 
 
IV. Low-AlItude UAV and High-AlItude AircraQ NavigaIon with Terrestrial SOPs 

1. On the achievability of submeter-accurate UAV navigation with cellular signals 
exploiting loose network synchronization 
J. Khalife and Z. Kassas 
IEEE Transactions on Aerospace and Electronic Systems, 2022, Vol. 58, no. 5, 
pp. 4261-4278 
Summary: A framework that could achieve submeter-level unmanned aerial vehicle (UAV) 
horizontal naviga6on in mul6path-free environments with cellular carrier phase 
measurements is developed. This framework exploits the “loose” synchroniza6on 
between cellular base transceiver sta6on (BTS) clocks. It is shown through extensive 



experimental data that the beat frequency stability of cellular BTSs approaches that of 
atomic standards and that the clock devia6ons can be realized as a stable autoregressive 
moving average model. This BTS clock model is referred to as loose network 
synchroniza6on. A rule-of-thumb is established for clustering the clock devia6ons to 
minimize the posi6on es6ma6on error, while significantly reducing the computa6onal 
complexity. The presented models allow the UAV to achieve sustained carrier phase-based 
meter- to submeter-accurate naviga6on. To demonstrate the efficacy of the developed 
framework, this ar6cle presents three UAV flight experiments in Southern California, USA, 
u6lizing signals from different cellular providers transmiing at different frequencies. The 
three experiments took place in open, semiurban environments with nearly mul6path-
free, line-ofsight (LOS) condi6ons, in which the UAV traveled 1.72, 3.07, and 0.61 km, 
achieving a horizontal posi6on root mean squared error of 36.61, 88.58, and 89.33 cm, 
respec6vely, with respect to the UAV’s on-board naviga6on system. 

2. Assessment of cellular signals of opportunity for high altitude aircraft navigation 
Z. Kassas, J. Khalife, A. Abdallah, C. Lee, J. Jurado, S. Wachtel, J. Duede, Z. Hoeffner, 
T. Hulsey, R. Quirarte, and R. Tay 
IEEE Aerospace and Electronic Systems Magazine, 2022, Vol. 37, no. 10, pp. 4-19 
Summary: Opportunis6c naviga6on with cellular signals is studied and demonstrated on 
a high al6tude aircraR. An ex- tensive campaign was conducted by the Autonomous 
Systems Percep6on, Intelligence, and Naviga6on (ASPIN) Laboratory in collabora6on with 
the US Air Force (USAF) to sample ambient cellular signals of opportunity (SOPs) at 
different al6tudes in different regions in Southern California, USA. The carrier- to-noise 
ra6o is characterized as a func6on of al6tude and horizontal distance. It was found that 
signals from cellular transmiLers can be reliably acquired and tracked for naviga6on 
purposes by receivers mounted on high dynamics aircraR flying at al6tudes as high as 
23,000 R above ground-level (AGL) and horizontal distances as far as 100 km. The 
mul6path channel is also characterized as a func6on of al6tude, showing clean channels 
with a dominant line-of-sight component for al6tudes up to 23,000 R. To further assess 
the poten6al of cellular SOPs for aircraR naviga6on, a 51-km trajectory traversed over a 
period of 9 minutes was es6mated exclusively using cellular SOPs (i.e., with no GPS or 
other sensors, except for barometric al6meter measurements), resul6ng in a three-
dimensional (3–D) posi6on 10.5 m posi6on root mean-squared error (RMSE).  

3. Differential framework for submeter-accurate vehicular navigation with cellular 
signals 
J. Khalife and Z. Kassas 
IEEE Transactions on Intelligent Vehicles, 2023, Vol. 8, no. 1, pp. 732-744 
Summary: A framework that could achieve submeter-levelaccurate horizontal naviga6on 
with carrier phase differen6al measurements from cellular signals is developed. This 
framework, termed CD-cellular, is composed of a base and a rover in a cellular 
environment, both making carrier phase measurements to the same cellular base 
transceiver sta6ons (BTSs). The base shares its carrier phase measurements with the 
mobile rover, which in turn employs an extended Kalman filter to obtain a coarse es6mate 
of its states, followed by a batch weighted nonlinear least squares (B-WNLS) es6mator to 
solve for the integer ambigui6es, and finally a point-solu6on WNLS to es6mate its own 



states. The framework is designed to guarantee that aRer some 6me, the rover’s posi6on 
error remains below a pre-defined threshold with a desired probability. This is achieved 
by leveraging models of the BTS posi6ons from stochas6c geometry. Experimental results 
on an unmanned aerial vehicle (UAV) in an open semi-urban environment with mul6path-
free, line-of-sight (LOS) condi6ons are presented, showing that the developed framework 
achieves a 70.48 cm posi6on root mean-squared error (RMSE) over a trajectory of 2.24 
km, measured with respect to the UAV’s naviga6on solu6on from its onboard GPS-iner6al 
naviga6on system (INS). 

4. Flight demonstration of high altitude aircraft navigation with cellular signals 
Z. Kassas, J. Khalife, A. Abdallah, C. Lee, J. Jurado, S. Wachtel, J. Duede, Z. Hoeffner, 
T. Hulsey, R. Quirarte, and R. Tay 
IEEE Intelligent Transportation Systems Magazine, 2023, Vol. 15, no. 4, pp. 150–165 
Summary: This ar6cle presents the first demonstra6on of naviga6on with cellular signals 
of opportunity (SOPs) on a high-al6tude aircraR. An extensive flight campaign was 
conducted by the Autonomous Systems Percep6on, Intelligence, and Naviga6on 
Laboratory in collabora6on with the U.S. Air Force to sample ambient downlink cellular 
SOPs in different regions in Southern California, USA. Carrier phase measurements were 
produced from these signals, which were subsequently fused in an extended Kalman filter 
along with al6meter measurements to es6mate the aircraR’s state (posi6on, velocity, and 
6me). Three flights are performed in three different regions: 1) rural, 2) semiurban, and 
3) urban. A mul6tude of flight trajectories and al6tudes above ground level (AGL) was 
exercised in the three flights: 1) a 51-km trajectory of grid maneuvers with banking and 
straight segments at about 5,000 R AGL, 2) a 57-km trajectory of a teardrop descent from 
7,000 R AGL down to touchdown at the runway, and 3) a 55-km trajectory of a holding 
paLern at about 15,000 R AGL. The es6mated aircraR trajectory is computed for each 
flight and compared with the trajectory from the aircraR’s onboard naviga6on system, 
which u6lized a GPS receiver coupled with an iner6al naviga6on system and an al6meter. 
The cellular SOPs produced remarkable sustained naviga6on accuracy over the en6re 
flight trajectories in all three flights, achieving a 3D posi6on root mean-squared error of 
10.53 m, 4.96 m, and 15.44 m, respec6vely. 

5. UAV navigation with 5G carrier phase measurements 
A. Abdallah and Z. Kassas 
ION Global Navigation Satellite Systems Conference, Sep. 20-24, 2021, St. Louis, MO, 
pp. 3294-3306 
Summary: A framework for unmanned aerial vehicle (UAV) naviga6on using downlink 
cellular fiRh-genera6on (5G) signals is presented. In the proposed framework, a soRware-
defined receiver (SDR) is developed to extract carrier phase measurements from received 
5G signals. The SDR u6lizes the 6me-domain orthogonality of the orthogonal frequency 
division mul6plexing (OFDM)-based 5G signals. A so-called ul6mate synchroniza6on signal 
(USS) to combine all available resources is proposed. The proposed 5G SDR includes two 
stages: (i) acquisi6on stage, in which only unique USS resources are u6lized to detect the 
hearable gNBs and (ii) tracking stage, in which the en6re USS is u6lized to produce 5G 
carrier phase measurements. These measurements are processed in an extended Kalman 
filter (EKF) to assess the naviga6on performance of the proposed 5G opportunis6c SDR. 



Experimental results are presented of an UAV naviga6ng with the proposed 5G SDR, while 
receiving signals from four 5G base sta6ons (known as gNBs). It is shown that over a 
trajectory of 500 m traversed in 145 seconds, the posi6on root mean-squared error 
(RMSE) was 3.35 m. 

6. Received power characterization of terrestrial cellular signals on high altitude 
aircraft 
Z. Kassas, A. Abdallah, J. Khalife, C. Lee, J. Jurado, S. Wachtel, J. Duede, Z. Hoeffner, 
T. Hulsey, R. Quirarte, and R. Tay 
IEEE Aerospace Conference, Mar. 5-12, 2022, Big Sky, MT, pp. 1-8 
Summary: The received power of terrestrial cellular 3G code division mul6ple access 
(CDMA) and 4G long-term evolu6on (LTE) signals on a high al6tude aircraR is 
experimentally characterized. The conducted experiments were performed on a 
BeechcraR C-12 Huron, a fixed-wing U.S. Air Force aircraR. Two types of flight paLerns 
were performed: (i) teardrop-like paLerns to characterize the carrier-to-noise ra6o (C/N0) 
versus al6tude and (ii) grid-like paLerns to characterize C/N0 versus the horizontal 
distance between the aircraR and cellular towers. Flight campaigns in two regions were 
conducted: (i) a rural region in Edwards, California, USA, and (ii) an urban region in 
Riverside, California, USA. It was observed that cellular signals are surprisingly powerful 
at both (i) high al6tudes, exhibi6ng C/N0 of 25–55 dB-Hz at al6tudes of 2,000–23,000 R 
above ground level (AGL) and (ii) faraway horizontal distances, exhibi6ng C/N0 of about 
30 dB-Hz for towers as far as 50 km, while flying at about 16,000 R AGL. In addi6on, two 
propaga6on models were evaluated to describe the behavior of the measured C/N0: (i) 
free-space path loss model and (ii) two-ray model. It was observed that the two-ray model 
fits the measured C/N0 sufficiently well, for towers more than 10 km away, while flying at 
an al6tude of 16,000 R AGL. For towers closer than 10 km, the antenna radia6on paLern 
should be incorporated into the two-ray model to improve model fiing. 

7. Protecting the skies: GNSS-less aircraft navigation with terrestrial cellular signals of 
opportunity 
Z. Kassas, A. Abdallah, C. Lee, J. Jurado, S. Wachtel, J. Duede, Z. Hoeffner, T. 
Hulsey, R. Quirarte, and R. Tay 
ION Global Navigation Satellite Systems Conference, Sep. 19-23, 2022, Denver, CO, 
pp. 1014-1025 
Summary: This paper shows how to protect our skies from harmful radio frequency 
interference (RFI) to global naviga6on satellite system (GNSS) signals, by offering 
terrestrial cellular signals of opportunity (SOPs) as a viable aircraR naviga6on system 
backup. An extensive flight campaign was conducted by the Autonomous Systems 
Percep6on, Intelligence, and Naviga6on (ASPIN) Laboratory in collabora6on with the 
United States Air Force (USAF) to study the poten6al of cellular SOPs for high-al6tude 
aircraR naviga6on. A mul6tude of flight trajectories and al6tudes were exercised in the 
flight campaign in two different regions in Southern California, USA: (i) rural and (ii) semi-
urban. Samples of the ambient downlink cellular SOPs were recorded, which were fed to 
ASPIN Laboratory’s MATRIX (Mul6channel Adap6ve TRansceiver Informa6on eXtractor) 
soRware-defined receiver (SDR), which produced carrier phase measurements from these 
samples. These measurements were fused with al6meter data via an extended Kalman 



filter (EKF) to es6mate the aircraR’s trajectory. This paper shows for the first 6me that at 
al6tudes as high as about 11,000 R above ground level (AGL), more than 100 cellular long-
term evolu6on (LTE) eNodeBs can be reliable tracked, many of which were more than 100 
km away, with carrier-to-noise ra6o (C/N0) exceeding 40 dB-Hz. The paper shows 
pseudorange and Doppler tracking results from cellular eNodeBs along with the C/N0 and 
number of tracked eNodeBs over the two regions, while performing ascending, 
descending, and grid maneuvers. In addi6on, the paper shows naviga6on results in the 
semi-urban and rural regions, showing a posi6on root mean-squared error of 9.86 m and 
10.37, respec6vely, over trajectories of 42.23 km and 56.56 km, respec6vely, while 
exploi6ng an average of about 19 and 10 eNodeBs, respec6vely. 

8. Robust receiver design for high altitude aircraft navigation with terrestrial cellular 
signals 
Z. Kassas, S. Shahcheraghi, A. Kaiss, C. Lee, J. Jurado, S. Wachtel, J. Duede, Z. 
Hoeffner, T. Hulsey, R. Quirarte, and R. Tay 
IEEE/ION Position, Location, and Navigation Symposium, Apr. 25-27, 2023, Monterey, 
pp. 75-80 
Summary: A robust receiver design to exploit long-term evolu6on (LTE) terrestrial cellular 
signals of opportunity (SOPs) for high al6tude aircraR naviga6on is presented. 
Conven6onal receivers employ phase-locked loops (PLLs) to track the carrier phase of 
received signals. In this paper, a Kalman filter (KF) is developed to replace the receiver’s 
PLLs. To evaluate the performance of the proposed receiver, a flight campaign was 
conducted over two regions in California, USA: (i) Region A: Edwards Air Force Base (rural) 
and (ii) Region B: Palmdale (semi-urban). It is shown that the proposed receiver provides 
robust tracking of received LTE signals compared to a conven6onal PLL-based receiver, in 
which the laLer could only track intermiLently, especially during sharp turns. The 
produced carrier phase observables to 5 LTE eNodeBs in each region were fused with 
al6meter data via an extended Kalman filter (EKF) to es6mate the aircraR’s trajectory. 
Over trajectories of 51 km and 57 km in regions A and B, traversed in 9 min and 11 min, 
at flying al6tudes of 5,000 and 7,000 R above ground level, respec6vely, the proposed KF-
based receiver reduced the posi6on root-mean squared error (RMSE) by 74.8% and 
30.7%, respec6vely, over the PLL-based receiver. 

 
 

V. ExploiIng LEO SOPs for PNT 
 

1. The first carrier phase tracking and positioning results with Starlink LEO satellite 
signals 
J. Khalife, M. Neinavaie, and Z. Kassas 
IEEE Transactions on Aerospace and Electronic Systems, 2022, Vol. 58, no. 2, pp. 
1487-1491 
Summary: This leLer shows the first carrier phase tracking and posi6oning results with 
Starlink’s low earth orbit (LEO) satellite signals. An adap6ve Kalman filter based algorithm 
for tracking the beat carrier phase from the unknown Starlink signals is proposed. 



Experimental results show carrier phase tracking of six Starlink satellites and a horizontal 
posi6oning error of 7.7 m with known receiver al6tude. 

2. Acquisition, Doppler tracking, and positioning with Starlink LEO satellites: first 
results 
M. Neinavaie, J. Khalife, and Z. Kassas 
IEEE Transactions on Aerospace and Electronic Systems, 2022, Vol. 58, no. 3, 
pp. 2606-2610 
Summary: This leLer shows the first acquisi6on, Doppler tracking, and posi6oning results 
with Starlink’s low Earth orbit satellite signals. A generalized-likelihood-ra6o-based test is 
proposed to acquire Starlink’s downlink signals. A Kalman-filter-based algorithm for 
tracking the Doppler frequency from the unknown Starlink signals is developed. 
Experimental results show Doppler tracking of six Starlink satellites, achieving a horizontal 
posi6oning error of 10 m. 

3. Observability analysis of receiver localization via pseudorange measurements from a 
single LEO satellite 
R. Sabbagh and Z. Kassas 
IEEE Control Systems Letters, 2023, Vol. 7, pp. 571-576 
Summary: This leLer presents an observability analysis for terrestrial receiver localiza6on 
via pseudorange measurements extracted from a single low Earth orbit (LEO) satellite. It 
is shown that a sta6onary receiver with an unknown state (posi6on and 6me) can 
theore6cally localize itself with a LEO satellite with a known state (posi6on, velocity, and 
6me). In addi6on, bounds on the determinant of the l-step observability matrix are 
derived and geometric interpreta6ons are presented indica6ng direc6ons of poor 
observability. The implica6ons of the analysis on observability-aided LEO satellite 
selec6on are discussed. Experimental results are presented showcasing the conclusions 
of the observability analysis for a receiver localizing itself with a single Starlink satellite or 
a single Orbcomm satellite. 

4. Performance-driven design of carrier phase differential navigation frameworks with 
megaconstellation LEO satellites 
J. Khalife and Z. Kassas 
IEEE Transactions on Aerospace and Electronic Systems, 2023, Vol. 59, no. 3, 
pp. 2947–2966 
Summary: A naviga6on framework with carrier phase differen6al measurements from 
megaconstella6on low Earth orbit (LEO) satellite signals is developed. The measurement 
errors due to ephemeris errors and ionospheric and tropospheric delays are derived and 
the sta6s6cs of the dilu6on of precision is characterized. Moreover, the joint probability 
density func6on of the megaconstella6on LEO satellites’ azimuth and eleva6on angles is 
derived to 1) enable performance characteriza6on of naviga6on frameworks with LEO 
satellites in a computa6onally efficient way and 2) facilitate parameter design, namely, the 
differen6al baseline, to meet desired performance requirements. The Starlink 
constella6on is used as a specific LEO megaconstella6on example to demonstrate the 
developed carrier phase differen6al LEO (CD-LEO) naviga6on framework. Simula6on 
results are presented demonstra6ng the efficacy of the proposed CD-LEO framework for 
an unmanned aerial vehicle (UAV) naviga6ng for 15.1 km in 300 s, while using signals from 



44 Starlink satellites, achieving a 3-D posi6on root mean squared error (RMSE) of 2.2 m 
and a 2-D RMSE of 32.4 cm. Experimental results are presented showing UAV naviga6ng 
for 2.28 km in 2 min over Aliso Viejo, CA, USA, using exclusively signals from only two 
Orbcomm LEO satellites, achieving an unprecedented posi6on RMSE of 14.8 m. 

5. Unveiling Starlink LEO satellite OFDM-like signal structure enabling precise 
positioning 
M. Neinavaie and Z. Kassas 
IEEE Transactions on Aerospace and Electronic Systems, 2023, accepted 
Summary: This leLer unveils the unknown structure of Starlink low Earth orbit (LEO) 
satellites’ orthogonal frequency division mul6plexing (OFDM)-like reference signals (RSs). 
The spectrum of Starlink’s dowlink signals is presented, and the frame length is es6mated. 
A blind receiver is proposed, which acquires via a sequen6al generalized likelihood ra6o 
test mul6ple satellites, es6mates their RSs and respec6ve Doppler, and tracks their carrier 
and code phases. Experimental results are presented showing six tracked Starlink LEO 
satellites, three of which transmiLed pure tones, while the other transmiLed OFDM-like 
signals. The achieved horizontal posi6oning error with the six satellites was 6.5 m. 

6. Ephemeris tracking and error propagation analysis of LEO satellites with application 
to opportunistic navigation 
N. Khairallah and Z. Kassas 
IEEE Transactions on Aerospace and Electronic Systems, 2023, accepted  
Summary: A comprehensive study is performed for low Earth orbit (LEO) space vehicles 
(SVs) tracking by a receiver opportunis6cally extrac6ng naviga6on observables from their 
downlink radio frequency signals. First, a framework to characterize the LEO SVs’ orbital 
mo6on process noise covariance is developed. Second, the tracking performance via an 
extended Kalman filter (EKF) is analyzed via comprehensive Monte Carlo simula6ons for 
three different sets of observables: (i) pseudorange, (ii) Doppler, and (iii) fused 
pseudorange and Doppler measurements. Third, experimental results are presented 
demonstra6ng the efficacy of the opportunis6c tracking framework in refining the 
ephemeris of a LEO SV from two-line element (TLE) files. The ini6al posi6on and velocity 
errors of over 7.1 km and 7.3 m/s, respec6vely, of an Orbcomm LEO SV were reduced to 
698.7 m and 1.8 m/s, respec6vely, in just over 6 minutes of tracking with carrier phase 
naviga6on observables, extracted opportunis6cally. Fourth, the error propaga6on from 
the LEO SV’s state space to the measurement space and from the measurement space to 
the receiver’s state space is analyzed in the context of sta6onary receiver localiza6on. 
Bounds on the magnitude of pseudorange and Doppler residuals are first derived, and the 
magnitude of the receiver’s es6ma6on error is then characterized as a func6on of errors 
in the LEO SV’s state space. FiRh, experimental results are presented of a sta6onary 
receiver tracking an Orbcomm LEO SV by fusing carrier phase observables via an EKF. The 
tracked LEO ephemeris is then used to localize another sta6onary receiver, showing a 
reduc6on in the receiver’s ini6al horizontal error from 13,476 m to 343 m aRer just over 
6 minutes. In contrast, it is shown that if the SGP4-propagated ephemeris was used in the 
EKF to localize the receiver, the error is reduced to 6,852 m, but the filter becomes 
inconsistent. 



7. Opportunistic navigation with Doppler measurements from Iridium Next and 
Orbcomm LEO satellites 
M. Orabi, J. Khalife, and Z. Kassas 
IEEE Aerospace Conference, Mar. 6-13, 2021, Big Sky, MT, pp. 1-9 
Summary: A framework for opportunis6c naviga6on with mul6constella6on low Earth 
orbit (LEO) satellite signals is proposed. A receiver architecture suitable for processing 
both 6me division (TDMA) and frequency division mul6ple access (FMDA) signals from 
Orbcomm and Iridium NEXT satellites is presented to produce Doppler frequency 
measurements from mul6-constella6on LEO satellites. An extended Kalman filter (EKF)-
based es6mator is formulated to solve for a sta6onary receiver’s posi6on using the 
resul6ng Doppler measurements. Experimental results are presented showing receiver 
posi6oning with one Orbcomm satellite and four Iridium NEXT satellite with an 
unprecedented final posi6on error 22.7 m. 

8. Comparison of neural network architectures for simultaneous tracking and 
navigation with LEO satellites 
S. Kozhaya, J. Haidar-Ahmad, A. Abdallah, Z. Kassas, and S. Saab 
ION Global Navigation Satellite Systems Conference, Sep. 20-24, 2021, St. Louis, MO, 
pp. 2507–2520 
Summary: Machine learning (ML) frameworks are inves6gated for use in simultaneous 
tracking and naviga6on (STAN) with low Earth orbit (LEO) satellites. STAN is a naviga6on 
paradigm that u6lizes specialized LEO receivers to extract naviga6on observables (e.g., 
pseudorange and Doppler) from LEO satellite signals. Two neural network architectures 
are compared: Feed Forward Neural Network (FFNN) and Recurrent Neural Network 
(RNN). Addi6onally, two ML-based orbit determina6on frameworks are compared: 
ephemeris propaga6on and residual error propaga6on. The objec6ve of the comparison 
is to select an approach with the lowest open-loop propaga6on error as well as 
computa6onal cost. Based on simula6on results, a nonlinear autoregressive neural 
network with exogenous inputs (NARX) embedded within the residual error modeling 
framework is selected as the best ML approach among the compared candidates. 
Experimental results are presented demonstra6ng a ground vehicle naviga6ng for a total 
of 258 seconds, while receiving signals from two Orbcomm LEO satellites. Global 
naviga6on satellite system (GNSS) signals were ar6ficially cut off for the last 30 seconds, 
during which the vehicle traversed a trajectory of 871 m. Two naviga6on frameworks are 
compared to es6mate the vehicle’s trajectory: (i) LEO signal-aided iner6al naviga6on 
system (INS) STAN framework using Simplified General Perturba6on (SGP4) as its 
propagator and (ii) the proposed LEO signalaided INS STAN framework using ML as its 
propagator. The STAN with SGP4 achieved a three-dimensional (3-D) posi6on root-mean 
squared error (RMSE) of 30 m. In contrast, the proposed STAN with SGP4+NARX 
framework achieved a 3-D posi6on RMSE of 3.6 m. 

9. Exploiting Starlink signals for navigation: first results 
M. Neinavaie, J. Khalife, and Z. Kassas 
ION Global Navigation Satellite Systems Conference, Sep. 20-24, 2021, St. Louis, MO, 
pp. 2766-2773 



Summary: This paper demonstrates the first Doppler posi6oning-based results with 
Starlink low Earth orbit (LEO) satellites. A cogni6ve opportunis6c framework is used to 
detect Starlink’s LEO satellite signals and track the Doppler frequencies of each Starlink 
LEO satellite. To this end, a generalized likelihood ra6o (GLR)-based test is developed to 
detect the LEO satellite signals and es6mate their corresponding beacons. A chirp 
parameter es6mator is also proposed to track the Doppler frequencies from the unknown 
Starlink signals. Experimental results are presented showing a horizontal posi6oning error 
of 10 m by tracking the Doppler of six Starlink LEO satellites. 

10. An interacting multiple model estimator of LEO satellite clocks for improved 
positioning 
N. Khairallah and Z. Kassas 
IEEE Vehicular Technology Conference, Jun. 19-22, 2022, Helsinki, Finland, pp. 1-5 
Summary: An interac6ng mul6ple-model (IMM) es6mator is developed to adap6vely 
es6mate the process noise covariance of low Earth orbit (LEO) satellite clocks for improved 
posi6oning. Experimental results are presented showing a sta6onary ground receiver 
localizing itself with carrier phase measurements from a single Orbcomm LEO satellite. 
The developed IMM is shown to reduce the localiza6on error and improve filter 
consistency over two fixed mismatched extended Kalman filters (EKFs). Star6ng with an 
ini6al receiver posi6on error of 1.45 km, the IMM yielded a final error of 111.26 m, while 
the errors of a conserva6ve and op6mis6c EKFs converged to 254.71 m and 429.35 m, 
respec6vely. 

11. A hybrid analytical-machine learning approach for LEO satellite orbit prediction 
J. Haidar-Ahmad,  N. Khairallah, and Z. Kassas 
International Conference on Information Fusion, Jul. 4-7, 2022, Linköping, Sweden, 
pp. 1-7 (special session) 
Summary: A hybrid analy6cal-machine learning (ML) framework for improved low Earth 
orbit (LEO) satellite orbit predic6on is developed. The framework assumes the following 
three stages. (i) LEO satellite first pass: A terrestrial receiver with knowledge of its posi6on 
produces carrier phase measurements from received LEO satellite signals, enabling it to 
es6mate the 6me of arrival. The LEO satellite’s states are ini6alized with simplified general 
perturba6ons 4 (SGP4)-propagated two-line element (TLE) data, and are subsequently 
es6mated via an extended Kalman filter (EKF) during the period of satellite visibility. (ii) 
LEO satellite not in view: a nonlinear autoregressive with exogenous inputs (NARX) neural 
network is trained on the es6mated ephemeris and is used to propagate the LEO satellite 
orbit for the period where the satellite is not in view. (iii) LEO satellite second pass: a 
terrestrial receiver with no knowledge of its posi6on uses the ML-predicted LEO 
ephemeris along with its carrier phase measurements from received LEO signals to 
es6mate its own posi6on via an EKF. Experimental results with with signals from an 
Orbcomm satellite are presented to demonstrate the efficacy of the proposed framework. 
It is shown that during the satellite’s second pass, the ML-predicted ephemeris error is 
reduced by nearly 90% from that of an SGP4 propaga6on. In addi6on, it is shown that if 
the receiver was to use the SGP4-predicted satellite ephemeris to localize itself, the EKF’s 
ini6al posi6on error of 2.2 km increases to 6.7 km, while the proposed framework reduces 



the posi6on error to 448 m. Keywords—LEO satellites, machine learning, orbit 
determina6on, satellite tracking, signals of opportunity. 

12. Blind receiver for LEO beacon estimation with application to UAV carrier phase 
differential navigation 
S. Kozhaya and Z. Kassas 
ION Global Navigation Satellite Systems Conference, Sep. 19-23, 2022, Denver, CO, 
pp. 2385-2397 
Summary: A receiver for blind beacon es6ma6on of low Earth orbit (LEO) satellite signals 
with applica6on to UAV naviga6on is presented. The receiver operates in three stages: (i) 
blind Doppler tracking that uses correla6on in the frequency-domain as a frequency 
discriminator and tracks the Doppler using a frequency-locked loop (FLL), (ii) beacon 
es6ma6on from the coherent accumula6on of the received signal aRer wiping off the 
Doppler tracked by the FLL, and (iii) tracking LEO signals using the es6mated beacon in the 
previous step to produce naviga6on observables. Experimental results are presented 
showing: (i) successful blind es6ma6on of the naviga6on beacon of the Orbcomm LEO 
constella6on and (ii) a UAV naviga6ng using the es6mated beacons of two Orbcomm LEO 
satellites via a carrier phase differen6al naviga6on framework, achieving a three-
dimensional posi6on root mean-squared error (RMSE) of 13.9 m with only Orbcomm 
signals fused with an al6meter, over a trajectory of 2.28 km traversed in 2 minutes. 

13. Observability analysis of opportunistic receiver localization with LEO satellite 
pseudorange measurements 
R. Sabbagh and Z. Kassas 
ION Global Navigation Satellite Systems Conference, Sep. 19-23, 2022, Denver, CO, 
pp. 1890-1901 
Summary: An observability analysis of terrestrial receiver localiza6on via pseudorange 
measurements extracted from a single low Earth orbit (LEO) satellite is presented. It is 
concluded that a sta6onary receiver with an unknown state (posi6on and 6me) can 
localize itself with measurements from a LEO satellite with a known state (posi6on, 
velocity, and 6me). In addi6on, bounds on the determinant of the observability matrix are 
derived. The rela6onship between the satellite’s rela6ve orbital inclina6on angle and 
geometric diversity of the line-of-sight vectors from the receiver to the satellite is 
analyzed, leading to geometric interpreta6ons indica6ng direc6ons of poor observability. 
Experimental results are presented showcasing the conclusions of the observability 
analysis for a receiver localizing itself with a single Starlink LEO satellite or a single 
Orbcomm LEO satellite. Finally, an observability-aided LEO satellite selec6on strategy is 
discussed. 

14. Navigation with multi-constellation LEO satellite signals of opportunity: Starlink, 
OneWeb, Orbcomm, and Iridium 
Z. Kassas, S. Kozhaya, H. Kanj, J. Saroufim, S. Hayek, M. Neinavaie, N. Khairallah, and 
J. Khalife 
IEEE/ION Position, Location, and Navigation Symposium, Apr. 25-27, 2023, Monterey, 
pp. 338-343 
Summary: This paper summarizes current state-of-the-art naviga6on results with mul6-
constella6on low Earth orbit (LEO) satellite signals of opportunity. Experimental results 



with four LEO satellite constella6ons are presented: Starlink, OneWeb, Orbcomm, and 
Iridium. Two receiver designs are presented: (R1) a cogni6ve opportunis6c naviga6on 
approach, which u6lizes minimal, publicly available prior knowledge about the LEO 
satellite signal structure and (R2) a blind approach, which assumes no prior knowledge of 
the signals. Sta6onary posi6oning and mobile ground vehicle naviga6on results are 
presented. For the ground vehicle, results with two frameworks are presented: (N1) a 
LEOaided iner6al naviga6on system (INS) simultaneous tracking and naviga6on (STAN) and 
(N2) a LEO-aided differen6al STAN. The results reveal the tremendous promise of 
exploi6ng mul6constella6on LEO satellite signals of opportunity for naviga6on. For 
posi6oning: (i) with R1, star6ng with an ini6al es6mate about 179 km away, by exploi6ng 
signals from 6 Starlink, 1 Orbcomm, and 4 Iridium, a final two-dimensional (2–D) posi6on 
error of 6.5 m was achieved and (ii) with R2, star6ng with an ini6al es6mate about 3,600 
km away, by exploi6ng signals from 4 Starlink, 2 OneWeb, 1 Orbcomm, and 1 Iridium, a 
final 2–D posi6on error of 5.1 m was achieved. For naviga6on, a ground vehicle was 
equipped with an industrial-grade iner6al measurement unit (IMU) and an al6meter. (i) 
With R1 and N1, the vehicle traversed 4.15 km in 150 seconds (GNSS signals were only 
available for the first 2.33 km). By exploi6ng signals from 3 Starlink, 2 Orbcomm, and 1 
Iridium, the 3–D posi6on root mean squared error (RMSE) and final 3-D error were 18.4 
m and 27.1 m, respec6vely. The GNSS-aided INS posi6on RMSE and final 3-D error were 
118.5 m and 472.7 m, respec6vely. (ii) With R2 and N2, the vehicle traversed 1.03 km in 
110 seconds (GNSS signals were only available for the first 0.11 km). By exploi6ng signals 
from 4 Starlink, 1 OneWeb, 2 Orbcomm, and 1 Iridium, the 3–D posi6on RMSE and final 
3-D error were 9.5 m and 4.4 m, respec6vely. The GNSS-aided INS posi6on RMSE and final 
3-D error were 205 m and 525 m, respec6vely. 

15. Signal mode transition detection in Starlink LEO satellite downlink signals 
M. Neinavaie and Z. Kassas 
IEEE/ION Position, Location, and Navigation Symposium, Apr. 25-27, 2023, Monterey, 
pp. 360-364 
Summary: A receiver architecture for detec6on and tracking of Starlink orthogonal 
frequency division mul6plexing (OFDM)- based signals is proposed. The proposed receiver 
enables exploi6ng all the transmiLed periodic beacons of Starlink low Earth orbit (LEO) 
signals to draw carrier phase, code phase, and Doppler observables. The reference signals 
(RSs) of modern OFDM-based systems contain both always-on and on-demand 
components. These components can be unknown and subject to dynamic transmission 
modes. Thanks to a matched subspacebased detec6on algorithm, the proposed receiver 
is shown to be capable of cogni6ve detec6on of both always-on and ondemand 
components in the Starlink OFDM-based RSs. It is shown that despite the dynamic nature 
of Starlink RSs, the proposed matched subspace detector senses the transi6on between 
the transmission modes of Starlink RSs, and detects all the accessible RSs with a 
predetermined probability of false alarm. Experimental results are provided to validate 
the performance of the proposed receiver in transmission mode detec6on in Starlink 
downlink signals. 

16. Multi-constellation blind beacon estimation, Doppler tracking, and opportunistic 
positioning with OneWeb, Starlink, Iridium NEXT, and Orbcomm LEO satellites 



S. Kozhaya, H. Kanj, and Z. Kassas 
IEEE/ION Position, Location, and Navigation Symposium, Apr. 25-27, 2023, Monterey, 
pp. 1184-1195 
Summary: A novel blind spectral approach is proposed for blind beacon es6ma6on, 
Doppler tracking, and opportunis6c posi6oning with unknown low Earth orbit (LEO) 
satellite signals. The framework is agnos6c to the modula6on and mul6ple access scheme 
adopted by LEO satellites. First, an analy6cal deriva6on of the received signal frequency 
spectrum is presented, which accounts for the highly dynamic channel between the LEO 
satellite and a terrestrial receiver. Second, a frequency domain-based blind Doppler 
discriminator is proposed. Third, a Kalman filter (KF)-based Doppler tracking algorithm is 
developed. Fourth, a blind beacon es6ma6on framework for LEO satellites is proposed 
and its convergence proper6es are studied. Simula6on results are presented showing 
successful beacon es6ma6on and Doppler tracking of Starlink LEO satellites transmiing 
5G orthogonal division mul6ple access (OFDM) signals. Experimental results are 
presented demonstra6ng the efficacy of the proposed framework on mul6-constella6on 
LEO satellites, namely OneWeb, Starlink, Orbcomm, and Iridium NEXT. Despite adop6ng 
different modula6on and mul6ple access transmission schemes, the proposed framework 
is capable of successfully es6ma6ng the beacon and tracking the Doppler, in a blind 
fashion, of 8 LEO satellites (2 OneWeb, 4 Starlink, 1 Iridium NEXT, and 1 Orbcomm) over a 
period of about 560 seconds with Hz-level accuracy. The produced Doppler 
measurements were fused through a nonlinear least-squares es6mator to localize a 
sta6onary receiver to an unprecedented level of accuracy. Star6ng with an ini6al es6mate 
about 3,600 km away, a final three-dimensional (3–D) posi6on error of 5.8 m and 2–D 
posi6on error of 5.1 m was achieved. Aside from achieving this unprecedented accuracy, 
these results represent the first successful opportunis6c tracking of unknown OneWeb 
LEO signals and their exploita6on for posi6oning. 

17. Positioning with Starlink LEO satellites: A blind Doppler spectral approach 
S. Kozhaya and Z. Kassas 
IEEE Vehicular Technology Conference, Jun. 20-23, 2023, Florence, Italy, pp. 1-5 
Summary: A blind Doppler spectral approach is proposed for exploi6ng unknown Starlink 
low Earth orbit (LEO) satellite signals for posi6oning. First, an analy6cal deriva6on of the 
received signal frequency spectrum is presented, which accounts for the highly dynamic 
channel between the LEO satellite and a ground-based receiver. Second, a frequency 
domain-based blind Doppler discriminator is proposed. Third, a Kalman filter (KF)- based 
Doppler tracking algorithm is developed. Finally, experimental results are presented of a 
sta6onary receiver tracking the Doppler, in a blind fashion, of six Starlink LEO satellites 
over a period of about 800 seconds with Hz-level accuracy. The Doppler measurements 
were fused through a nonlinear leastsquares es6mator to localize the receiver to an 
unprecedented level of accuracy. Star6ng with an ini6al es6mate 200 km away, the 
proposed approach achieved a final horizontal twodimensional (2D) posi6on error of 4.3 
m. 

18. Joint Doppler and azimuth DOA tracking for positioning with Iridium LEO satellites 
S. Shahcheraghi, F. Gourabi, M. Neinavaie, and Z. Kassas 



ION Global Navigation Satellite Systems Conference, Sep. 11-15, 2023, Denver, CO, 
pp. 2373-2383 
Summary: A receiver capable of es6ma6ng the Doppler and azimuth direc6on-of-arrival 
(DOA) of Iridium NEXT low Earth orbit (LEO) signals of opportunity (SOPs) is presented. 
The proposed receiver operates in three stages: (i) Fast Fourier Transform (FFT)- based 
Doppler acquisi6on, (ii) Kalman filter (KF)-based Doppler tracking, and (iii) Doppler-
compensated MUl6ple SIgnal Classifica6on (MUSIC)-based algorithm for DOA tracking. 
Experimental results are presented demonstra6ng successful tracking of the Doppler 
frequency and azimuth DOA of an Iridium NEXT LEO satellite, achieving a Doppler root 
mean square error (RMSE) of 8.1 Hz over 120 seconds and an azimuth DOA RMSE of 1.04 
degrees over 60 seconds. The Doppler and azimuth DOA measurements are fused via an 
extended Kalman filter (EKF) to localize a sta6onary receiver. Star6ng with an ini6al 
es6mate 7 km away from the true receiver’s posi6on, the Doppler-only measurements 
yielded a final posi6oning error of 656.m, while the Doppler and azimuth DOA 
measurements reduced the error to 289.5 m. 

19. Acquisition and tracking of Starlink LEO satellite signals in low SNR regime 
H. Kanj, S. Kozhaya, and Z. Kassas 
ION Global Navigation Satellite Systems Conference, Sep. 11-15, 2023, Denver, CO, 
pp. 3420-3431 
Summary: Acquisi6on and tracking of Starlink low Earth orbit (LEO) satellite signals in low 
signal-to-noise ra6o (SNR) regime is considered. Starlink’s highly dynamic downlink LEO 
signal model is derived, leading to coherence condi6ons for which the signals can be 
blindly tracked in low SNR regime. Next, the full-bandwidth Starlink beacon is es6mated, 
and a 6me-bandwidth analysis of this beacon is presented. Finally, joint code and carrier 
phase Kalman filter-based loop is proposed for tracking Stralink LEO downlink signals in 
low SNR regime. Experimental results are presented showing successful Doppler tracking 
of 10 Starlink LEO satellites with a sta6onary receiver in low SNR regime. The Doppler 
observables were fused in a batch nonlinear least-squares es6mator to yield a two-
dimensional (2D) posi6oning error of 21.2 m, star6ng from an ini6al es6mate 100 km away 
from the receiver’s true posi6on. 

20. Evaluation of orbit errors and measurement corrections in differential navigation 
with LEO satellites 
J. Saroufim, S. Hayek, and Z. Kassas 
ION Global Navigation Satellite Systems Conference, Sep. 11-15, 2023, Denver, CO, 
pp. 2823-2834 
Summary: Ephemeris errors and measurement correc6ons in differen6al naviga6on with 
low Earth orbit (LEO) space vehicles (SVs) are analyzed. First, orbit errors are characterized 
for the non-differen6al case, showing the dependency of the range measurement errors 
on the receiver-to-SV geometry. The study is then extended to the differen6al case, where 
the maximum differen6al range error is found to occur when the baseline is normal to the 
projected measurement vector from one receiver onto the local naviga6on frame. A 
simula6on study is presented to assess the differen6al naviga6on performance with 14 
Starlink and 11 OneWeb LEO satellites. The framework fused differenced pseudorange 
measurements from a base and rover to LEO SVs with iner6al measurement unit (IMU) 



measurements via an extended Kalman filter (EKF) in a 6ghtly-coupled fashion to es6mate 
the rover’s states. The simula6on considered an aerial vehicle equipped with a tac6cal-
grade IMU, an al6meter, a GNSS receiver, and a LEO receiver making pseudorange 
measurements to the LEO SVs. During 300 seconds of flight 6me, the vehicle traveled a 
distance of 28 km, the last 23 km of which were without GNSS, achieving a three-
dimensional (3-D) posi6on root mean squared error (RMSE) of 52 cm, compared to 12.5 
m using the non-differen6al framework. Experimental results are presented, showing the 
poten6al of differen6al naviga6on in reducing ephemeris, clocks, and atmospheric errors. 
A ground vehicle traversed a distance of 540 m in 60 seconds, the last 492 m of which 
without GNSS signals, while making Doppler measurements to 2 Orbcomm and 1 Iridium 
LEO SVs, whose ephemerides were obtained from two-line element (TLE) files, propagated 
with simplified general perturba6on 4 (SGP4) orbit propagator. The differen6al framework 
yielded a posi6on RMSE of 7.13 m, compared to 41.29 m using non-differen6al 
measurements, and 87.74 m with GNSS-aided IMU. 

21. Blind Doppler tracking and positioning with NOAA LEO satellite signals 
S. Kozhaya, H. Kanj, and Z. Kassas 
ION Global Navigation Satellite Systems Conference, Sep. 11-15, 2023, Denver, CO, 
pp. 363-372 
Summary: A spectral approach for blind acquisi6on and Doppler tracking of low Earth 
orbit (LEO) satellite signals is applied to Na6onal Oceanic and Atmospheric Administra6on 
(NOAA) satellites. The approach accounts for the high LEO satellites’ dynamic channel, by 
deriving an appropriate model for the received signal frequency spectrum. A frequency-
domain-based Doppler discriminator is u6lized along with a Kalman filter-based Doppler 
tracking algorithm. Experimental results are presented showing successful acquisi6on and 
Doppler tracking of NOAA LEO satellite signals. Next, the approach is demonstrated in 
mul6-constella6on LEO acquisi6on and tracking, showing Hz-level Doppler tracking of 4 
Starlink, 2 OneWeb, 1 Iridium NEXT, 1 Orbcomm, and 1 NOAA LEO satellites. Carrier phase 
observables were constructed from the tracked Doppler and fused through a nonlinear 
least-squares es6mator to localize a sta6onary receiver. Star6ng with an ini6al es6mate 
3,600 km away from the receiver’s true posi6on, the proposed approach is shown to 
achieve a two-dimensional (2D) error of 5.1 m. 

22. Enter LEO on the GNSS stage: navigation with Starlink satellites 
Z. Kassas, M. Neinavaie, J. Khalife, N. Khairallah, S. Kozhaya, J. Haidar-Ahmad, and Z. 
Shadram 
Inside GNSS Magazine, Vol. 16, Issue 6, Dec. 2021, pp. 42-51 (cover article) 
Summary: We are witnessing a space renaissance. Tens of thousands of broadband low 
Earth orbit (LEO) satellites are expected to be launched by the end of this decade. These 
planned megaconstella6ons of LEO satellites along with exis6ng constella6ons will shower 
the Earth with a plethora of signals of opportunity, diverse in frequency and direc6on. 
These signals could be exploited for naviga6on in the inevitable event that GNSS signals 
become unavailable (e.g., in deep urban canyons, under dense foliage, during 
uninten6onal interference, and inten6onal jamming) or untrustworthy (e.g., under 
malicious spoofi ng aLacks). This ar6cle shows the first mul6-constella6on naviga6on 
results with Starlink, Orbcomm, and Iridium LEO satellites. 



23. A look at the stars: navigation with multi-constellation LEO satellite signals of 
opportunity 
Z. Kassas, S. Kozhaya, J. Saroufim, H. Kanj, and S. Hayek 
Inside GNSS Magazine, Vol. 18, Issue 4, Aug. 2023, pp. 38–47 (cover article) 
Summary: Experimental and simula6on results from Starlink, OneWeb, Orbcomm and 
Iridium LEO satellite constella6ons are presented, demonstra6ng the effi cacy and 
tremendous promise the proposed LEO-agnos6c blind opportunis6c naviga6on 
frameworks. 

 
 
VI. GNSS and SOP SDR  
 

1. GNSS software defined radio: History, current developments, and standardization 
efforts 
D. Akos, J. Arribas, M. Bhuiyan, P. Closas, F. Dovis, I. Fernandez-Hernandez, 
C. Fernández–Prades, S. Gunawardena, T. Humphreys, Z. Kassas, J. López Salcedo, 
M. Nicola, T. Pany, M. Psiaki, A. Rügamer, Y. Song, and J. Won 
NAVIGATION, Journal of the Institute of Navigation, 2023, accepted 
Summary: Taking the work conducted by the global naviga6on satellite system (GNSS) 
soRware-defined radio (SDR) working group during the last decade as a seed, this 
contribu6on summarizes for the first 6me the history of GNSS SDR development. It 
highlights selected SDR implementa6ons and achievements that are available to the 
public or that influenced the general SDR development. The rela6on to the 
standardiza6on process of intermediate frequency (IF) sample data and metadata is 
discussed, and an update of the Ins6tute of Naviga6on (ION) SDR Standard is proposed. 
The work focuses on GNSS SDR implementa6ons on general purpose processors and 
leaves aside developments conducted on field programmable gate array (FPGA) and 
applica6on-specific integrated circuits (ASICs) plaporms. Data collec6on systems (i.e., 
front-ends) have always been of paramount importance for GNSS SDRs, and are thus 
partly covered in this work. The work represents the knowledge of the authors but is not 
meant as a complete descrip6on of SDR history. 

2. GNSS software defined radio: History, current developments, and standardization 
efforts 
D. Akos, J. Arribas, M. Bhuiyan, P. Closas, F. Dovis, I. Fernandez-Hernandez, 
C. Fernández–Prades, S. Gunawardena, T. Humphreys, Z. Kassas, J. López Salcedo, 
M. Nicola, T. Pany, M. Psiaki, A. Rügamer, Y. Song, and J. Won 
ION Global Navigation Satellite Systems Conference, Sep. 19-23, 2022, Denver, CO, 
pp. 3180-3209 
Summary: Taking the work conducted by the Global Naviga6on Satellite System (GNSS) 
SoRware Defined Radio (SDR) working group during the last decade as a seed, this 
contribu6on summarizes for the first 6me the history of GNSS SDR development. It 
highlights selected SDR implementa6ons and achievements that are available to the 
public or influenced the general SDR development. The rela6on to the standardiza6on 
process of Intermediate Frequency (IF) sample data and metadata is discussed, and a 



recent update of the Ins6tute of Naviga6on (ION) SDR standard is recapitulated. The work 
focuses on GNSS SDR implementa6ons on general purpose processors and leaves aside 
developments conducted on Field Programmable Gate Array (FPGA) and Applica6on-
Specific Integrated Circuits (ASICs) plaporms. Data collec6on systems (i.e., front-ends) 
have always been of paramount importance for GNSS SDRs and are thus partly covered in 
this work. The work represents the knowledge of the authors but is not meant as a 
complete descrip6on of SDR history. Part of the authors plan to coordinate a more 
extensive work on this topic in the near future. 
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ABSTRACT
Acquisition and tracking of Starlink low Earth orbit (LEO) satellite signals in low signal-to-noise ratio (SNR) regime is
considered. Starlink’s highly dynamic downlink LEO signal model is derived, leading to coherence conditions for which the
signals can be blindly tracked in low SNR regime. Next, the full-bandwidth Starlink beacon is estimated, and a time-bandwidth
analysis of this beacon is presented. Finally, joint code and carrier phase Kalman filter-based loop is proposed for tracking
Stralink LEO downlink signals in low SNR regime. Experimental results are presented showing successful Doppler tracking
of 10 Starlink LEO satellites with a stationary receiver in low SNR regime. The Doppler observables were fused in a batch
nonlinear least-squares estimator to yield a two-dimensional (2D) positioning error of 21.2 m, starting from an initial estimate
100 km away from the receiver’s true position.

I. INTRODUCTION
Due to the known limitations of global navigation satellite systems (GNSS), there is an ever increasing interest in alternative
positioning, navigation, and timing (PNT) systems. Literature over the past decade explored the use of ambient terrestrial
radio frequency signals of opportunity (SOPs) for PNT (Raquet et al., 2021; Souli et al., 2022; Fokin and Volgushev, 2022).
Examples of terrestrial SOPs exploited for PNT include: (i) AM/FM radio (Chen et al. (2020)), (ii) cellular (e.g., 3G (Khalife
et al. (2016)), 4G (Tian et al. (2023)), and 5G (del Peral-Rosado et al. (2022)), and (iii) digital television (Jiao et al., 2023).

The birth of low Earth orbit (LEO) satellite megaconstellations has resulted in tremendous interest in exploring the use of their
signals for PNT (Kassas et al., 2019; Jardak and Jault, 2022; Prol et al., 2022; Janssen et al., 2023; Menzione and Paonni, 2023;
Prol et al., 2023). Numerous studies have been published over the past few years addressing various challenges in opportunistic
PNT with LEO, from addressing space vehicle (SV) orbit, clock, and propagation errors (Mortlock and Kassas, 2021; Morton
et al., 2022; Cassel et al., 2022; Wang et al., 2023; Zhao et al., 2023; Wu et al., 2023; Jiang et al., 2023; Ye et al., 2023; Saroufim



et al., 2023); receiver and signal design (Tan et al., 2019; Wei et al., 2020; Bilardi, 2021; Kassas et al., 2021; Egea-Roca et al.,
2022; Huang et al., 2022; Pinell et al., 2023; Yang et al., 2023); and analyzing the estimation performance (Farhangian et al.,
2021; Hartnett, 2022; Singh et al., 2022; Jiang et al., 2022; More et al., 2022; Shi et al., 2023; Guo et al., 2023; Kanamori et al.,
2023; Sabbagh and Kassas, 2023).

Whenever the LEO downlink signal structure is sufficiently known, designing a receiver that could acquire and track such
signals becomes a “classic” receiver design problem. Examples of LEO constellations with sufficient knowledge about their
downlink signal include Orbcomm and Iridium. Nevertheless, new LEO megaconstellations, such as Starlink and OneWeb, do
not disclose public information about their signals. This challenge can be addressed with blind signal processing techniques.
Previous research was capable of estimating downlink sequences in direct sequence spread spectrum communication systems
(Tsatsanis and Giannakis, 1997; Burel and Bouder, 2000; Choi and Moon, 2020; Li et al., 2023), for GPS/GNSS signals
under non-cooperative conditions (Merwe et al., 2020; Rui et al., 2022), and for orthogonal frequency-division multiplexing
(OFDM) signals (Bolcskei, 2001; Tanda, 2004; Liu et al., 2010). In the context of LEO, (Neinavaie et al., 2021; Kozhaya and
Kassas, 2022) developed blind Doppler tracking approaches for Obrcomm LEO SVs; while (Khalife et al., 2022) was the first to
successfully apply blind signal processing techniques on Starlink LEO signals, yielding carrier phase observables, from which a
stationary receiver was localized with a two-dimensional (2D) error of 25.9 m with signals from six Starlink LEO SVs. Another
blind approach, based on matched subspace detection, was developed in (Neinavaie et al., 2022; Neinavaie and Kassas, 2023b),
yielding Doppler observables, from which a stationary receiver was localized with a 2D error of 10 m (with pure tones) and 6.5
m (with OFDM signals in addition to pure tones) from the same six Starlink LEO SVs. A blind spectral-based approach was
developed in (Kozhaya and Kassas, 2023), yielding Doppler observables, from which a stationary receiver was localized with a
2D error of 4.3 m with the same six Starlink LEO SVs. In (Kozhaya et al., 2023; Kassas et al., 2023), it was demonstrated that
this approach is rather general, referred to as LEO-agnostic, and is capable of acquiring and tracking LEO signals regardless of
their modulation and multiple access schemes. In addition to Starlink LEO, the approach was successfully applied to OneWeb,
Orbcomm, and Iridium LEO SVs, yielding Hz-level-accurate Doppler tracking, from which a stationary receiver was localized
with a 2D error of 5.1 m with 2 OneWeb, 4 Starlink, 1 Iridium, and 1 Orbcomm LEO SVs. Starlink’s OFDM signal structure
was later disclosed in (Humphreys et al., 2023), while (Yang and Soloviev, 2023; Jardak and Adam, 2023) studied tracking of
Starlink’s pure tones with a low-noise block (LNB) and (Stock et al., 2023) analyzed the Starlink user uplink signals for PNT.

In general, the fact that LEO SVs are closer to Earth implies a higher received signal-to-noise ratio (SNR). However, new
LEO constellations, such as Starlink, employ phased antenna arrays (Chi et al., 2023) to beamform their signals toward their
subscribing users (Neinavaie and Kassas, 2022, 2023a). As such, the SNR is only high whenever an opportunistic receiver is
in the vicinity of an active user terminal. This phenomenon was witnessed whenever the previously designed blind algorithms
(Neinavaie and Kassas, 2023b; Kozhaya and Kassas, 2023), which successfully tracked Starlink LEO signals in Southern
California, USA, in which active Starlink user terminals were nearby; failed to track Starlink signals in Columbus, Ohio, USA,
which, at the time of performing the experiments, was not within Starlink’s coverage. This paper addresses the challenge of
tracking LEO SVs in low SNR regime, from which navigation observables can be generated. To the author’s knowledge, this
challenge has not been addressed yet in the literature.

This paper focuses makes the following contributions: (i) derives the conditions under which Starlink’s downlink LEO signals
can be blindly tracked in low SNR regime, (ii) presents a time-bandwidth analysis of the estimated downlink beacon, (iii) designs
a joint code and carrier phase Kalman filter (KF)-based tracking loop capable of tracking LEO SVs in low SNR regime, and
(iv) presents experimental results of 10 Starlink LEO SVs tracked in low SNR regime, from which a stationary receiver was
localized with a 2D error of 21.2 m, starting from an initial estimate 100 km away from the receiver’s true position.

The paper is organized as follows. Section II derives the signal model. Section III presents the Starlink blind beacon estimation
framework. Section IV presents the proposed signal acquisition and tracking approach. Section V shows the experimental
tracking and positioning results in low SNR regime. Section VI gives concluding remarks.

II. SIGNAL MODEL
This section derives the received signal model under assumptions associated with a highly dynamic channel between a LEO
SV and a ground based opportunistic receiver. This paper assumes the existence of repetitive sequences in the downlink LEO
SV signal. Almost all communication channels require a periodic sequence referred to as the beacon. Examples of such
periodic sequences are: (i) pseudorandom noise codes used in spread spectrum code division multiple access (CDMA) systems
like cellular 3G (3GPP2 (2011)), GPS (Navstar GPS (2015)), and Globalstar LEO Hendrickson (1997), and (ii) the primary
synchronization block utilized in OFDM modulation in cellular 4G (3GPP (2010)) and cellular 5G (3GPP (2018)). Let s(t)
and m(t) denote the beacon with period Tsub and the user data sent by a LEO SV, respectively. This paper assumes that
these two signal components are uncorrelated. Define, x(t) ≜ s(t) + m(t) as the transmitted LEO signal which becomes
xc(t) ≜ x(t) exp(j2πfct) after carrier modulation, where fc is the carrier frequency. Define the variables δLOS(t) as the
line-of-sight time-of-flight between the LEO SV and the opportunistic receiver, δatm(t) as the atmospheric delay the transmitted



signal experiences as a result of propagating through the ionosphere and troposphere, and δclk(t) as the clock mismatch between
the LEO SV and the opportunistic receiver. Now, define τ(t) ≜ δLOS(t) + δatm(t) + δclk(t) as the apparent delay observed at
the receiver. Therefore, the received signal before carrier wipe-off can be expressed as

rc(t) ≜ xc (t− τ(t)) + nc(t)

= x(t− τ(t)) exp
[
j2πfc [t− τ (t)]

]
+ nc(t). (1)

x(t) captures the channel noise, which is modeled as a complex Gaussian white random process with power spectral density of
N0

2 . After carrier wipe-off and filtering, the received base-band signal is expressed as

rb(t) ≜ rc(t) exp
[
− j2π(fc − fe)t

]
= x(t− τ(t)) exp{j

[
θ(t) + 2πfet

]
}+ nb(t),

where fe is the frequency error of the LNB down-converter, θ(t) ≜ −2πfcτ(t) and nb(t) is the base-band low-pass filtered
version of nc(t). Note that because a commercial LNB utilizes a temperature-compensated crystal oscillator (TCXO) with
expected error in the

[
0, 30

]
kHz range and the clock is not disciplined to GNSS, fe cannot be ignored. Define the support

function wTsub
(t) as

wTsub
(t) ≜

{
1, t ∈ [0, Tsub)

0, otherwise.

In this paper, θk(t) ≜ θ(t)wTsub
(t − tk) is approximated by its second order Taylor series expansion (TSE) at time instant

tk = t0 + kTsub, where t0 is some initial time, and k is the sub-accumulation index, according to

θk(t) ≈ θ0(tk) + θ̇(tk)(t− tk) +
1

2
θ̈(tk)(t− tk)

2

= θ0(tk) + fD(tk)(t− tk) +
1

2
ḟD(tk)(t− tk)

2, (2)

where fD(t) is the apparent Doppler shift, ḟD(t) is the apparent Doppler rate, and t ∈ [0, Tsub). Equivalently, τ(t) can be
expressed as

τk(t) ≈ τ0(tk) + τ̇(tk)(t− tk) +
1

2
τ̈(tk)(t− tk)

2. (3)

Furthermore, the received signal r∗k(t) before carrier phase wipe-off using the carrier phase estimate denoted θ̂k(t) generated
by the tracking loop discussed in Section IV at the k-th sub-accumulation can be expressed as

r∗k(t) ≜ rb(t)wTsub
(t− tk)

= sk(t) exp
{
j
[
θk(t) + 2πfet

]
}+ n∗

k(t), (4)

where sk(t) ≜ s(t − τk(t))wTsub
(t) and the term n∗

k(t) ≜ [nb(t− τk(t)) +m(t− τk(t))]wTsub
(t) represents the lumped

user data and channel noise. The received signal rk(t) after carrier wipe-off using the carrier phase estimate, denoted θ̂k(t),
generated by the tracking loop discussed in Section IV, can be expressed as

rk(t) = r∗k(t) exp{−j
[
θ̂k(t) + 2πf̂et

]
}

= sk(t) exp
[
jθ̃k(t)

]
+ nk(t), (5)

where θ̃k(t) = θk(t)− θ̂k(t) + 2π(fe − f̂e)t is the residual carrier phase and f̂e is the Doppler ambiguity estimate of the LNB
clock error generated in Section IV.

III. STARLINK DOWNLINK BEACON ESTIMATION
This section presents the beacon estimation framework used to estimate Starlink LEO SV’s downlink beacon. Next it analyzes
the time-frequency characteristics of this beacon.



1. Signal Capture Setup
This subsection presents the blind beacon estimation framework to estimate the repetitive sequence in Starlink’s LEO downlink
signals. For this purpose, a high-gain signal capture setup was used (see Figure 1). An LNB with 2.5 dB noise figure is mounted
on a 30 dBi Ku-Band parabolic antenna to collect high SNR Starlink signals. The RF signal is then fed into a stationary National
Instrument (NI) universal software radio peripheral (USRP) X-410 whose sampling frequency was set to 500 MHz. This allows
for estimation of the full bandwidth beacon of Starlink which spans 240 MHz. The total experiment duration was 60 seconds.

Figure 1: Block diagram of high-gain Starlink signal capture setup.

2. Blind Beacon Estimation
The continuous-time signal in (4) was sampled at a constant sampling interval Ts = 1/Fs. The discrete-time received signal
before carrier wipe-off at the k-th sub-accumulation can be written as

r∗k[n] = s[n− dk[n]] exp (jΘk[n]) + n∗
k[n], (6)

where n ∈ [0, L− 1]; s[n] is the discrete-time equivalent of s(t) with period L = Tsub/Ts; Θk[n] and dk are the discrete-time
carrier phase and code phase, respectively, of the received signal at the k-th sub-accumulation; and n∗

k[n] is the discrete-time
equivalent of n∗

k(t). Note that Θk[n] is made to include the effects of the frequency clock error fe for ease of further analysis.
Let M denote the number of sub-accumulations used per accumulation. In order to maintain carrier phase coherence in any
correlation-based receiver over the accumulation interval, the following condition must be satisfied

2f̃DMTsub +
˜̇
fD(MTsub)

2 ≪ 1

2
, (7)

where f̃D and ˜̇
fD are the errors associated with the estimates of the Doppler fD and Doppler rate ḟD. Also, to maintain code

phase coherence over the accumulation interval, the following condition must be satisfied

˜̇τMTsub + ˜̈τ(MTsub)
2 ≪ 1

Fs
, (8)

where ˜̇τ and ˜̈τ are the errors associated with the estimates of the code phase rate τ̇ and code phase acceleration τ̈ . Knowing
that the maximum realized Doppler rate for Starlink is ḟD ≈ 3 kHz and that τ̈ = −ḟD

Fc
, it can be seen that the maximum error

˜̈τ ≈ 0.27µs/s2 . Therefore, for a reasonable choice of number of sub-accumulations M , τ̈ can be ignored and (8) simplifies to
˜̇τMTsubFs ≪ 1.

The first step in beacon estimation is verifying the existence of a repetitive sequence. Figure 2 shows the normalized auto-
correlation profile of a 100 ms window of the collected signal. The repetitive peaks with spacing Tsub = 4/3 ms validates
the existence of the repetitive sequence. Furthermore, in the beacon estimation stage, choosing M = 1 is sufficient given the
high signal to noise ratio (SNR) of the collected signal. Let T denote the total number of accumulations used for beacon
estimation, which was chosen to be 70 herein. Given these choice of T and M under the conditions (7) and (8), the blind beacon
estimator should be able to resolve for the relative carrier phase shift, Doppler shift, and code phase shift between the different
accumulations.

Let rk denote the complex vector form of (6) such that

rk ≜
[
r∗k[0], . . . , r

∗
k[L− 1]

]
, y ≜

[
rT
1 , . . . , r

T
T

]
,



Figure 2: Normalized auto-correlation of a 100 ms window of Starlink’s received signal.

Algorithm 1 Beacon Estimation Algorithm
Input y, Ts, γ
Output ŝ

ŝ← y[0], w ← 0
for k = {1, . . . , T − 1} do

[∆d̂k,∆f̂D] = argmaxd,∆fD

∣∣(ŝ ⋆ rT
k exp[j2π∆fDnTs]

)
[d]

∣∣2
R =

(
ŝ ⋆ rT

k exp[j2π∆f̂DnTs]
)
[∆d̂k]

if |R| > γ then
w ← w + 1

ŝ← w
w+1 ŝ+

1
w+1circshift

(
rT
k,∆d̂k

)
exp[j(2π∆fDnTs + ∠R)]

else
continue

end if
end for

where y is a matrix containing all T sub-accumulations of the received signal described in (6) that will be used for beacon
estimation. Next, the beacon estimation algorithm is performed according to Algorithm 1. First, the initial accumulation is
taken as a reference signal. Second, the reference signal is correlated with the next available accumulation in search for the
best estimates of the relative code phase shift ∆d̂k and relative Doppler shift ∆f̂D, which maximize the correlation between the
beacon estimate ŝ and the current available accumulation. Note that this method works only under the assumption of high SNR
data, i.e. the correlation between two consecutive accumulations is capable of producing a prominent peak. Let,

(s ⋆ r)[d] =
L∑

n=1

s∗[n]r [mod(n+ d, L)] ,

denote the discrete-time circular cross-correlation of s and r where mod(·, ·) denotes the modulo operator. Next, if the magnitude
of the correlation passes the predetermined threshold γ, the beacon estimate is updated using the estimates ∆d̂k, ∆f̂D, and
the current accumulation. This process is repeated until the all the M accumulations are used, and then the beacon estimation
process is complete. Note that because the algorithm relies on initializing the reference signal as an arbitrary accumulation, the
resulting beacon contains a Doppler ambiguity. However, this carrier phase ambiguity can be resolved by tracking an arbitrary
Starlink SV Doppler using the tracking loops in Section IV. After that, for beacon estimation purposes only, the position of the
receiver is used to generate the expected Doppler measurements from the TLE + SGP4, and then the Doppler ambiguity would
be the Doppler shift that would minimize the total error between the measured Doppler and estimated Doppler from TLE +
SGP4.

3. Beacon Analysis
This section analyzes the Starlink LEO beacon in the downlink channel. Figure 3 shows the amplitude of 40 ms of the high SNR
Starlink LEO downlink signal. It is observed that the downlink signal is non-stationary with varying power levels, even between
two consecutive sub-accumulation intervals. This highlights the importance of (i) increasing the number of sub-accumulations



used, M , for any correlation-based receiver to increase the probability of getting higher power frames per accumulation, and
(ii) the threshold γ defined in the beacon estimation stage which prevents low power sub-accumulations from skewing the
beacon estimate. The auto-correlation profile of the beacon versus signal bandwidth is shown in Figure 4. As expected, the
auto-correlation profile peak width decreases as the bandwidth of the beacon increases to reach the full bandwidth at 240 MHz.
However, under condition (8), it is most favorable to choose the lowest Fs sufficient for acquisition and tracking purposes.
Furthemore, let Rx[d] = (x ⋆ x)[d] denote the discrete circular auto-correlation function. It is also observed that for an Fs

of 2.5 MHz, ∠Rx[1] ≈ ∠Rx[0] + π and |Rx[1]| ≈ 0.33 |Rx[0]|. This implies that a large choice of M results in worse
correlations in the absence of code phase rate compensation. This amplifies the importance of satisfying condition (8) for code
phase coherence.

Figure 3: Amplitude of 40 ms of received signal.

Figure 4: Auto-correlation profile of estimated beacon versus bandwidth.

IV. STARLINK SIGNAL ACQUISITION AND TRACKING
This section explains the acquisition stage and tracking loops used to track Starlink LEO SVs’ Doppler without a high gain
signal capture setup. All what follows assumes that M = 5 and Fs = 2.5 MHz to satisfy conditions (7) and (8). Let, K denote
the accumulation index and n ∈

[
0, MTsub

Ts − 1
]
.

1. Acquisition

The acquisition stage follows the typical maximum likelihood estimator of the code phase d̂K and f̂D,K , expressed as

[d̂K , f̂D,K ] = argmaxd,fD
∣∣(ŝ ⋆ rT

K exp[j2πfDnTs]
)
[d]

∣∣2



It is noted that the granularity of the Doppler search space, call it ∆fD, should satisfy condition (7) such that maximum Doppler
error is f̃D = ∆fD

2 and the maximum Doppler rate error is ˜̇
fD = 3 kHz/s2.

2. Kalman Filter Tracking
A KF approach is proposed to track both the code and carrier phase. Note that even though the estimated beacon is unambiguous,
the resulting Doppler measurements will still contain an ambiguous Doppler shift term. This is because the LNB is expected
to have nonzero frequency error at the time of data collection. This is the reason why the following tracking model will
assume disjoint dynamics between the code phase and carrier phase. However, the ambiguity term can still be resolved by
minimizing the error between the rate of the tracked code phase and the tracked Doppler after tracking is complete. Let

x(t) ≜
[
θ(t), θ̇(t), θ̈(t), τ(t), τ̇(t)

]T
be the state vector whose dynamics is modeled as ẋ(t) = Ax(t) +w(t),

A ≜


0 1 0 0 0
0 0 1 0 0
0 0 0 0 0
0 0 0 0 1
0 0 0 0 0

 ,

where w(t) is a zero-mean white noise process with covariance matrix Q = diag
[
0, 0, (2π0.2)2, 0, 1

]
. The discrete equivalent

of the above model is xK+1 = FxK +wK , discretized at uniform intervals of MTsub with xK ≜
[
θK , θ̇K , θ̈K , dK , ḋK

]T
,

where

F = eAMTsub , Qd =

∫ MTsub

0

eAtQ
(
eAt

)T
dt,

such that Qd is the covariance matrix of wK , which is the discrete-time equivalent of w(t). The observation model is
zK = CxK + vK where,

C ≜

[
0 1 0 0 0
0 0 0 1 0

]
, vk ∼ N

([
0
0

]
,

[
σ2
θ̇

0

0 σ2
τ

])
,

where the measurement noise variances σ2
θ̇

and σ2
τ are set to (2π0.2)2 Hz2 and 3.9 µs2 respectively. Define the prompt, early,

and late correlations in both time and frequency as

Sp(K) = |⟨rK [n], s[n]⟩|2

Se
t (K) = |⟨rK [n], s[n−BtFs]⟩|2

Sl
t(K) = |⟨rK [n], s[n+BtFs]⟩|2

Se
f (K) = |⟨rK [n], s[n] exp[−j2πBfnTs]⟩|2

Sl
f (K) = |⟨rK [n], s[n] exp[+j2πBfnTs]⟩|2 ,

where term Bt is chosen to be 0.2 µs in accordance with the auto-correlation profile in Figure 4, and Bf is chosen to be 500 Hz
to approximate the 3 dB bandwidth of the beacon correlation in the frequency-domain. Finally, the measurement pre-fit residual
is defined as ỹK =

[
˜̇
θK , d̃K

]⊺
where

˜̇
θK =

Se
f (K)− Sl

f (k)

Se
f (K) + Sl

f (K)
, d̃K =

Se
t (K)− Sl

t(K)

Se
t (K) + Sl

t(K)
.

Note that without a high gain signal capture setup, the KF relies on non-zero user activity to remain in a locked state. However,
as can be seen from Figure 3, the received signal power is non-stationary. Therefore, in intervals were no user activity is present,
the KF must at least have a rough estimate of the Doppler rate and code phase rate. This is to allow the filter to propagate the
dynamic model and remain in a locked state when frame activity returns. Define ˆ̈

θK and ˆ̇
dK as the estimates of the Doppler

rate and code rate, respectively. Linear regression is used to estimate these variables from the last N KF estimates of dK and



θ̇K that satisfy the condition Sp(K) > λ, where N and λ are both tunable parameters. These estimates allow continuous KF
tracking with non-stationary user activity.

V. EXPERIMENTAL RESULTS
This section presents experimental tracking and positioning results that can be achieved with the presented framework. To
this end a stationary NI-USRP X-410 was set to record the Starlink downlink channel from 4 different LNBs with the carrier
frequency fc set to 11.325 GHz, the sampling frequency Fs was set to 2.5 MHz, and the total recording duration was set to
1500 seconds. The LNBs were placed in a rhombus formation so that Starlink SV signals can be captured from all directions.
Figure 5(a) shows the tracked Doppler versus TLE + SGP4 generated Doppler measurements.

N

W

S

E

Figure 5: (a) Reciever tracked Doppler vs. TLE + SGP4 estimated Doppler.(b) Skyplot of tracked Starlink LEO SVs.

1. Measurement Model
The tracked Doppler measurements were integrated to generate carrier phase observables, calculated as

Φs(K) ≜
cMTsub

2πfc

K−1∑
i=0

ˆ̇
θi, (9)

where s ∈ [1, S] denotes the SV index, c is the speed-of-light, and S is the total number of tracked SVs. The carrier phase
model is expressed as

Φs(K) = ∥rr − rs(K)∥2 + δts(K) +Ns + vs(K), (10)

where rr ≜ [xr, yr, zr]
T is the receiver’s 3D position; rs ≜ [xs, ys, zs]

T is the 3D position of the s-th SV; δts(K) is a term
modeling the lumped effects of clock errors and atmospheric delays; Ns is the carrier phase ambiguity of the s-th SV; vs is
the discrete-time measurement noise modeled as zero-mean white whose variance is derived from the estimation covariance of
the KF. Note that in order to simplify the formulation of the nonlinear least-squares (NLS) filter, this model assumes that the
signal time-of-flight has negligible effect on the SVs’ positions and clock biases. Furthermore, δs(K) and Ns are lumped and
approximated by their first-order TSE to rewrite (10) as

Φs(K) ≈ ∥rr − rs(k)∥2 + as + bsK(MTsub) + vs(K),

where as and bs are the zeroth- and first-order TSE coefficients.



2. Positioning Filter

Define a state vector x ≜
[
rr

T, a1, b1, . . . , aS , bS
]T where the total number of tracked SVs is S = 10. Let, Φ(K) denote the

carrier phase measurements available from all S SVs at time instant K stacked into a column. Let, z denote the column vector
containing Φ(K) for every available K. Then, one can readily write the measurement model z = h(x) + v where h(x) is a
nonlinear vector function mapping the state space to the measurement space, and v is the measurement noise vector. At this
point, the SV positions are propagated using TLE + SGP4. It is important to note that the TLE epoch time was adjusted such
that it minimizes the range residuals for each SV to account for ephemeris timing errors. Finally, an NLS is used to estimate
the stationary receivers true position. The solution results are shown in Figure 6. The initial position estimate was set 100 km
away from the receiver’s true position, and the final 2D error converged to within 21.2 m.
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Figure 6: (a) Starlink LEO SVs’ trajectories, (b) initial estimate distance from ground truth, and (c) final positioning solution and errors.

VI. CONCLUSION
This paper considered acquisition and tracking of Starlink LEO signals in low SNR regime, enabling exploitation of such
signals for opportunistic PNT. Coherence conditions for which Starlink’s signals can be blindly tracked in low SNR regime were
derived. The full-bandwidth Starlink beacon was estimated, and a time-bandwidth analysis of this beacon was presented. A
KF-based tracking loop was proposed for joint code and carrier phase tracking. Experimental results were presented showing
successful Doppler tracking of 10 Starlink LEO SVs with a stationary receiver in low SNR regime. The Doppler observables
were fused in a batch NLS estimator to yield a 2D positioning error of 21.2 m, starting from an initial estimate 100 km away
from the receiver’s true position.
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Letter

Acquisition, Doppler Tracking, and Positioning With
Starlink LEO Satellites: First Results

This letter shows the first acquisition, Doppler tracking, and po-
sitioning results with Starlink’s low Earth orbit satellite signals. A
generalized-likelihood-ratio-based test is proposed to acquire Star-
link’s downlink signals. A Kalman-filter-based algorithm for tracking
the Doppler frequency from the unknown Starlink signals is devel-
oped. Experimental results show Doppler tracking of six Starlink
satellites, achieving a horizontal positioning error of 10 m.

I. INTRODUCTION

Theoretical and experimental studies have demonstrated
the potential of low Earth orbit (LEO) broadband
communication satellites as promising reliable sources
for navigation [1]–[4]. Companies like Amazon, Telesat,
and SpaceX are deploying so-called megaconstellations
to provide global broadband internet [5]. In particular,
launching thousands of space vehicles (SVs) into LEO by
SpaceX can be considered as a turning point in the future of
LEO-based navigation technologies. Although they suffer
from higher Doppler effect, signals received from LEO
SVs can be about 30 dB stronger than signals received from
medium Earth orbit (MEO) SVs, where global navigation
satellite systems (GNSSs) SVs reside [4].

Research has shown that one could exploit LEO SV
broadband communication signals opportunistically for
navigation purposes [3]. Three of the main challenges of
navigation with Starlink SV signals are as follows:

1) Limited information about the signal structure.
2) Very-high dynamics of Starlink LEO SVs.
3) Poorly known ephemerides.

Assuming that Starlink LEO SV downlink signals con-
tains a periodic reference signal, this letter tackles the first
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challenge by formulating a matched subspace detection
problem to detect the unknown RS of Starlink SVs and
estimate the unknown period and Doppler frequency. The
second challenge is addressed by adopting a second-order
model to capture the dynamics of the Doppler frequency,
and designing a Kalman filter (KF)-based algorithm that
is capable of tracking the unknown parameters of the
Doppler model. A blind approach was presented in [6]
and [7] to exploit partially known signals for navigation
purposes. However, these approaches were designed for
M-ary phase-shift keying signaling and are incapable of
deciphering sophisticated signals, such as Starlink’s orthog-
onal frequency-division multiple access (OFDMA) signals.

This letter makes the following contributions. First,
a model for the Starlink LEO SV’s downlink signals is
presented. Second, an algorithm is proposed to acquire the
Starlink LEO SV signals and track the Doppler frequency
of each detected SV. Third, next to [8], the first experimen-
tal positioning results with Starlink downlink signals are
presented in this letter. In [8], an adaptive KF is used to
track the carrier phase of Starlink LEO SVs. However, the
method presented in [8] relies on tracking the phase of a
single carrier. When a more complicated signal structure
is used in the downlink signal, e.g., OFDMA, a more
sophisticated method should be developed to exploit the
entire signal bandwidth for navigation purposes. Indeed,
the method in [8] is not capable of exploiting the entire
signal bandwidth, and it only relies on tracking a single
frequency component. In this letter, by considering a gen-
eral model for the Starlink downlink signals, the unknown
parameters of the signal are estimated for the first time for
Starlink LEO SVs, and are subsequently used to detect the
Starlink LEO SVs and track their corresponding Doppler
frequencies. The proposed method enables one to estimate
the synchronization signals of the Starlink LEO SVs.

II. RECEIVED SIGNAL MODEL

A. Starlink Downlink Signals

Except for the carrier frequencies and the bandwidths,
more detailed signal specifications of Starlink downlink sig-
nals are unavailable to the public. SpaceX uses the Ku-band
spectrum for the satellite-to-user links (both uplink and
downlink) and the satellite-to-ground contacts are carried
out in Ka-band [9]. Software-defined radios (SDRs) allow
one to sample bands of the radio frequency spectrum. How-
ever, Ku/Ka-bands are beyond the carrier frequency of most
commercial SDRs. Hence, in the experiments carried out in
this letter, a 10-GHz mixer is employed between the antenna
and the SDR to downconvert Starlink LEO SV signals from
11.325 GHz to 1.325 GHz.

In order to formulate a detection problem to detect
the activity of Starlink downlink signals, a signal model
is proposed that solely relies on the periodicity of the
transmitted signals. The logic behind the proposed signal
model is that in most commercial communication systems,
a periodic RS is transmitted for synchronization purposes,

e.g., primary synchronization signals (PSSs) in long-term
evolution (LTE) and the fifth generation (5G) signals. The
following subsection presents a model for the Starlink LEO
SV’s downlink signals.

B. Baseband Signal Model

As mentioned previously, in most commercial commu-
nication systems, a periodic RS is transmitted, e.g., PSS
in OFDMA-based and spreading codes in code division
multiple access-based signals. In this letter, the Starlink
LEO SV downlink signal is modeled as an unknown pe-
riodic signal in the presence of interference and noise. If
an RS, such as PSS in OFDMA-based signals, is being
periodically transmitted, it will be detected and estimated
by the proposed method. The received baseband signal is
modeled as

r[n] = αc[τn − ts[n]] exp
(
jθ [τn]

)
+ d[τn − ts[n]] exp

(
jθ [τn]

)+ w[n] (1)

where r[n] is the received signal at the nth time instant; α
is the complex channel gain between the receiver and the
Starlink LEO SV; τn is the sample time expressed in the
receiver time; c[τn] represents the samples of the complex
periodic RS with a period of L samples; ts[n] is the code-
delay between the receiver and the Starlink LEO SV at the
nth time instant; θ [τn] = 2π fD[n]Tsn is the carrier phase in
radians, where fD[n] is the instantaneous Doppler frequency
at the nth time instant and Ts is the sampling time; di[τn]
represents the complex samples of some data transmitted
from the Starlink LEO SV; and w[n] is measurement noise,
which is modeled as a complex, zero-mean, independent,
and identically distributed random sequence with variance
σ 2

w.
Starlink LEO SV’s signals suffer from very high

Doppler shifts. Higher lengths of processing intervals re-
quire higher order Doppler models. In order for a Doppler
estimation algorithm to provide an accurate estimate of
the Doppler frequency, the processing interval should be
large enough to accumulate enough power. According to the
considered processing interval length in the experiments, it
was observed that during the kth processing interval, the
instantaneous Doppler frequency is nearly a linear function
of time, i.e., fD[n] = fDk + βkn, where fDk is referred to
as constant Doppler, and βk is the Doppler rate at the kth
processing interval. The coherent processing interval (CPI)
is defined as the time interval in which the constant Doppler,
fDk , and the Doppler rate, βk , are constant.

The received signal at the nth time instant when
the Doppler rate is wiped-off is denoted by r′[n] �
exp(− j2πβkn2)r[n]. One can define the desired RS which
is going to be detected in the acquisition stage as

s[n] � αc[τn − ts[n]] exp
(
j2π fDkTsn

)
(2)

and the equivalent noise as

weq[n] = d[τn − ts[n]] exp
(
j2π fDkTsn

)
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+ exp
(− j2πβn2)w[n]. (3)

Hence, r′[n] = s[n] + weq[n]. Due to the periodicity of the
RS, s[n] has the following property:

s[n+ mL] = s[n] exp
(
jωkmL

)
0 ≤ n ≤ L − 1 (4)

where ωk � 2π fDkTs is the normalized Doppler at the
kth CPI, and −π ≤ ωk ≤ π . A vector of L observation
samples corresponding to the mth period of the signal is
formed as

zm � [r′[mL], r′[mL + 1], . . . , r′[(m + 1)L − 1]]T. (5)

The kth CPI vector is constructed by concatenating M
vectors of length L to form the ML × 1 vector

yk = [zT
kM, z

T
kM+1, . . . , z

T
(k+1)M−1]T. (6)

Therefore,

yk = Hks + weqk (7)

where s = [s[1], s[2], . . . , s[L]]T, and theML × L Doppler
matrix is defined as

Hk � [IL, exp
(
jωkL

)
IL, . . . , exp

(
jωk (M − 1)L

)
IL]T

(8)
where IL is an L × L identity matrix and weqk is the equiv-
alent noise vector.

III. PROPOSED FRAMEWORK

This section presents the structure of the proposed
framework. The proposed receiver consists of two main
stages: (i) acquisition and (ii) tracking. In the acquisition
stage, an estimate of the period of the RS in the Downlink
signal of Starlink SV, and an initial estimate for the Doppler
parameters are provided at k = 0, which is discussed in
the following subsection. In order for the receiver to refine
and maintain the Doppler estimate, a tracking stage is also
presented.

A. Acquisition

In this section, a detection scheme is proposed to detect
the existence of Starlink LEO SVs in the carrier frequency
of 11.325 GHz within a bandwidth of 2.5 MHz, at k = 0.
The following binary hypothesis test is used to detect the
Starlink LEO SV signal{H0: y0 = weq0H1: y0 = H0s + weq0

.
(9)

For a given set of unknown variables W0 = {L, ω0, β0}, the
generalized likelihood ratio (GLR) detector for the testing
hypothesis (9) is known as matched subspace detector [10],
[11], and is derived as (see [12, Th. 9.1])

L(y0|W0) = yH
0 PH0y0

yH
0 P⊥

H0
y0

H1
≷
H0

η (10)

where yH
0 is the Hermitian transpose of y0, PH0 �

H0(HH
0 H0)−1HH

0 denotes the projection matrix to the col-
umn space of H0, P⊥

H0
� I − PH0 denotes the projection

Fig. 1. Acquisition: The likelihood function versus Doppler frequency
and the period at Starlink downlink carrier frequency of 11.325 GHz.

matrix onto the space orthogonal to the column space ofH0,
and η is the threshold, which is predetermined according to
the probability of false alarm. Since, HH

k Hk = MIL for all
k, the likelihood L(y0|W0) can be rewritten as L(y0|W0) =

1
‖y0‖2

1
M2 ‖HH

0 y0‖2 −1
, which is a monotonically increasing function

of ‖HH
0 y0‖2

‖y0‖2 . Hence, the GLR detector (10) is equivalent to

‖HH
0 y0‖2

‖y0‖2

H1
≷
H0

η′ (11)

where η′ is determined according to a desired probability
of false alarm. The maximum likelihood estimate of W0 is

Ŵ0 = argmaxL,ω0,β0
‖HH

0 y0‖2. (12)

It should be pointed out that the estimated Doppler using
(12) results in a constant ambiguity denoted by ωa = 2π fa.
This constant ambiguity is accounted for the navigation
filter.

Fig. 1 demonstrates the likelihood in terms of Doppler
frequency and the period for real Starlink downlink signals.
The CPI was set to be 200 times the period. As it can
be seen in Fig. 1, a Starlink LEO SV downlink signal is
detected with a period of 32μs and at a Doppler frequency of
−2745 Hz.

B. Doppler Tracking Algorithm

It is important to note that the receiver does not have
knowledge of the Doppler ambiguity fa. The Doppler fre-
quency that will be tracked by the receiver contains this con-
stant ambiguity. In order to track the Doppler, a KF-based
tracking loop is developed. The KF formulation allows for
arbitrary Doppler model order selection, which is crucial
due to the LEO SVs’ high dynamics. The KF-based Doppler
tracking algorithm is described as follows.

1) Doppler Dynamics Model: The time-varying com-
ponent of the continuous-time true Doppler, denoted by
f (t ), is a function of (i) the true range rate between the
LEO SV and the receiver, denoted by ḋ (t ), and the (ii)
time-varying difference between the receiver’s and LEO
SV’s clock bias rate, denoted by ḃ(t ), expressed in meters
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per second. Hence, ω(t ) = 2π [− ḋ (t )
λ

+ ḃ(t )
λ

+ fa], where,
ω(t ) = 2π f (t ), and λ is the carrier wavelength. The clock
bias is assumed to have a constant drift, i.e., b(t ) = a · (t −
t0) + b0, where a is the clock drift, b is the constant bias, and
t0 is the initial time. Moreover, simulations with Starlink
LEO SVs show that the kinematic model

...
d (t ) = w̃(t ),

where w̃ is a zero-mean white noise process with power
spectral density qw̃ holds for short periods of time. Let
k denote the time index corresponding to tk = kT + t0,
where T = MLTs is the sampling interval also known as
subaccumulation period, andML is the number of subaccu-
mulated samples. The vector ωk � [ωk, ω̇k]T is considered
as the Doppler state vector for the proposed tracking algo-
rithm. The initial state is given by ω0 = [2π fa + 2π

λ
(a−

ḋ (t0)),− 2π
λ
d̈ (t0)]T.

2) KF-Based Doppler Tracking: Let ω̂k|l and Pk|l de-
note the KF estimate of ωk and corresponding estimation
error covariance, respectively, given all measurements up to
time-step l ≤ k. The initial estimate ω̂0|0 with a correspond-
ing P0|0 are provided from the acquisition stage. The KF-
based tracking algorithm follows a regular KF for the time
update. The measurement update is discussed next. The KF
measurement update equations are carried out based on the
maximum likelihood estimate of the Doppler. The Doppler
wipe-off is performed as r̃k[i] = r[i + kML] exp[− jθ̂k+i|k],
where θ̂k+i|k is obtained according to θ̂k+i|k = ω̂k|kiTs +
ˆ̇ωk|k i

2

2 T
2
s , for i = 0, . . . ,ML − 1. The vector ỹk+1 is con-

structed as ỹk+1 = [r̃k[0], . . . , r̃k[ML − 1]]T.One can show
that [cf. (7)]

ỹk+1 = H̃k+1s + w̃eqk+1
(13)

where the residual Doppler matrix is

H̃k+1

� [IL, exp
(
j�ωkL

)
IL, . . . , exp

(
j�ωk+1(M − 1)L

)
IL]T

(14)

and �ωk+1 = ωk+1 − ω̂k+1|k . The proposed KF innovation
is given by

νk+1 = argmax�ωk+1

1
M

‖H̃H
k+1ỹk+1‖2 (15)

which is a direct measure of the Doppler error. The mea-
surement noise is chosen proportional to the Doppler search
step size. The initial estimates of the Doppler ω̂0|0 and the
Doppler rate ˆ̇ω0|0 are obtained from the acquisition stage.

IV. EXPERIMENTAL RESULTS

This section provides the first results for blind Doppler
tracking and positioning with Starlink signals of opportu-
nity. A stationary National Instrument (NI) universal soft-
ware radio peripheral (USRP) 2945R was equipped with
a consumer-grade Ku antenna and low-noise block (LNB)
downconverter to receive Starlink signals in the Ku-band.
The sampling rate was set to 2.5 MHz and the carrier
frequency was set to 11.325 GHz, which is one of the
Starlink downlink frequencies. The samples of the Ku signal

Fig. 2. Experimental results showing measured and predicted.
(a) Doppler frequencies and (b) Doppler frequency rates from six

Starlink LEO SVs.

were stored for offline processing. The tracking results are
presented next.

A. Blind Doppler Tracking Results

The USRP was set to record Ku signals over a period
of 800 s. During this period, a total of six Starlink SVs
transmitting at 11.325 GHz passed over the receiver, one at
a time. The framework discussed in Section III was used
to acquire the downlink signals and track the Doppler fre-
quencies and rates from these LEO SVs, which are shown in
Fig. 2 along with the ones predicted from two-line element
(TLE) files [3]. It can be seen that the proposed algorithm
is tracking the Doppler and the Doppler rate of six Starlink
LEO SVs. It can also be seen that the estimated Doppler
frequencies have a constant bias compared to the predicted
ones from the TLEs.

B. Position Estimation

Next, pseudorange rate observables are formed from
the tracked Doppler frequencies by downsampling by a
factor D to avoid large time correlations in the pseudo-
range observables and multiplying by the wavelength to
express the Doppler frequencies in meters per second. Let
i ∈ {1, 2, 3, 4, 5, 6} denote the SV index. The pseudorange
rate observable to the ith SV at time step κ = k · D, ex-
pressed in meters, is modeled as

zi(κ ) = ṙT
SVi

(κ )
[
rr − rSVi (κ )

]
∥∥rr − rSVi (κ )

∥∥
2

+ ai + vzi (κ ) (16)

where rr and rSVi (κ ) are the receiver’s and ith Starlink SV 3-
D position vectors, ṙSVi (κ ) is the ith Starlink SV 2-D veloc-
ity vector, ai is the constant bias due to the unknown Doppler
frequency ambiguity fa, and vzi (κ ) is the measurement
noise, which is modeled as a zero-mean, white Gaussian
random variable with variance σ 2

i (κ ). The value of σ 2
i (κ ) is

the first diagonal element ofPκ|κ , expressed in m 2/ s2. Next,
define the parameter vector x � [rrT, a1, . . . , a6]T. Let z
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Fig. 3. (a) Skyplot showing the Starlink SVs’ trajectories during the
experiment. (b) Environment layout and positioning results.

denote the vector of all the pseudorange observables stacked
together, and let vz denote the vector of all measurement
noises stacked together, which is a zero-mean Gaussian
random vector with a diagonal covarianceRwhose diagonal
elements are given by σ 2

i (κ ). Then, one can readily write
the measurement equation given by z = g(x) + vz, where
g(x) is a vector-valued function that maps the parameter x
to the pseudorange rate observables according to (16). Next,
a weighted nonlinear least-squares (WNLS) estimator with
weight matrixR−1 is solved to obtain an estimate of x given
by x̂ = [r̂T

r , â1, . . . , â6]T. The SV positions were obtained
from TLE files and SGP4 software. It is important to note
that the TLE epoch time was adjusted for each SV to account
for ephemeris errors. This was achieved by minimizing the
pseudorange rate residuals for each SV.

Subsequently, the receiver position was estimated using
the aforementioned WNLS. The 3-D position error was
found to be 22.9 m, while the 2-D position error was
10 m. A skyplot of the Starlink SVs and the environ-
ment layout summarizing the positioning results are shown
in Fig. 3.

V. CONCLUSION

This letter showed the first Doppler tracking and posi-
tioning results with real Starlink LEO SV signals. A model
of a Starlink SV’s received signal and a detection problem
to detect Starlink downlink SV signals were formulated.
A KF-based Doppler tracking algorithm was developed to
track the Doppler of Starlink downlink signals. Experimen-
tal results showed carrier phase tracking of six Starlink
LEO SVs over a period of approximately 800 s. The ex-
periments also show a 10-m 2-D and 22.9-m 3-D position
errors.
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Aerial Vehicle Protection Level Reduction by
Fusing GNSS and Terrestrial

Signals of Opportunity
Mahdi Maaref, Joe Khalife , Member, IEEE, and Zaher M. Kassas , Senior Member, IEEE

Abstract—A method for reducing the protection levels (PLs)
of aerial vehicles by fusing global navigation satellite sys-
tems (GNSS) signals with terrestrial signals of opportu-
nity (SOPs) is developed. PL is a navigation integrity parameter
that guarantees the probability of position error exceeding a cer-
tain value to be bounded by a target integrity risk. For unmanned
aerial vehicles (UAVs), it is desirable to achieve as tight PLs as
possible. This paper characterizes terrestrial cellular SOPs’ mea-
surement errors from extensive UAV flight campaigns, collected
over the past few years in different environments and from dif-
ferent providers, transmitting at different frequencies and band-
widths. Next, the reduction in PLs due to fusing terrestrial SOPs
with a traditional GNSS-based navigation system is analyzed. It is
demonstrated that incorporating terrestrial SOP measurements
is more effective in reducing the PLs over adding GNSS measure-
ments. Experimental results are presented for a UAV traversing
a trajectory of 823 m, during which the VPL of the GPS-based
and GNSS-based navigation systems were reduced by 56.9% and
58.8%, respectively, upon incorporating SOPs; while the HPL of
the GPS-based and GNSS-based navigation systems were reduced
by 82.4% and 74.6%, respectively, upon incorporating SOPs.

Index Terms—Integrity, protection level, signals of opportu-
nity, GNSS, navigation, UAV.

I. INTRODUCTION

AVIATION is undergoing a monumental transforma-
tion with the introduction of unmanned aerial vehi-

cles (UAVs) into the national airspace. UAVs promise to create
a significant number of technical jobs and transform numer-
ous industries, such as construction, surveying, transporta-
tion, delivery, agriculture, entertainment, among others [1].
Moreover, UAVs can be tasked with hazardous and humanly
prohibitive tasks, such as infrastructure inspection, hurricane
relief, and firefighting. As UAVs perform increasingly complex
tasks in a semi-autonomous or a fully-autonomous fashion,
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the requirements on the accuracy and safety of their navigation
system become ever more stringent [2].

UAVs are equipped with a suite of sensors with different
modalities, including passive signal-based (e.g., global nav-
igation satellite system (GNSS)) and dead-reckoning (DR)
(e.g., inertial navigation system (INS)). These sensing modal-
ities can be classified into two major categories: (i) local
sensing modalities, which provide the location of the UAV
relative to its own coordinate system and (ii) global sensing
modalities, which provide the absolute location of the UAV
within a global frame. Navigation systems onboard today’s
UAVs mainly rely on GNSS, which has monopolized global
sensing technologies in outdoor applications for the past few
decades. However, GNSS signals are challenged in urban
environments [3]–[5] and could be easily compromised via
interference, jamming, or spoofing [6], [7]. Integrity moni-
toring is one criterion to evaluate GNSS performance, which
refers to the ability of the navigation system to provide timely
warnings when the information given by its on-board sensors is
not trustworthy [8]–[11]. Integrity monitoring frameworks are
divided into two categories: internal and external [12]. External
methods (e.g., ground-based augmentation system (GBAS),
satellite-based augmentation system (SBAS), etc.) leverage a
network of ground monitoring stations to monitor the transmit-
ted signals, while internal methods (e.g., receiver autonomous
integrity monitoring (RAIM)) typically use the redundant
information within the transmitted navigation signals.

RAIM checks the consistency in the redundant measure-
ments to perform fault detection and exclusion. RAIM also
assesses the availability performance by calculating the verti-
cal and horizontal protection levels (VPL and HPL). By defini-
tion, the protection level (PL) is defined as a confidence bound
on the size of the position domain error given a specified
target integrity risk [13]. Constructing tight PLs (i.e., VPL
and HPL) has been the subject of several studies, and many
different RAIM schemes incorporating other sensing modal-
ities have been proposed, such as multi-constellation RAIM
(e.g., Galileo-GPS [14] and GLONASS-GPS [15]), INS-GPS
RAIM [16], and lidar-GPS RAIM [17]. This paper considers
exploiting terrestrial signals of opportunity (SOPs) as an
additional “constellation” and develops RAIM for SOP-GNSS
to reduce the PLs even further. SOPs are ambient radio
signals that are not intended for navigation or timing purposes,
such as AM/FM radio [18], [19], cellular [20]–[24], digital
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television [25], [26], low Earth orbit (LEO) satellite sig-
nals [27]–[30], and Wi-Fi [31], [32]. In contrast to DR-type
sensors, absolute position information may be extracted from
SOPs. Moreover, SOPs are practically unaffected by dense
smoke, fog, rain, snow, and other poor weather conditions.
SOPs enjoy several inherently desirable attributes: (i) abun-
dance in most locales of interest, (ii) transmission at a wide
range of frequencies and directions, (iii) reception at carrier-
to-noise ratio that is commonly tens of dBs higher than that
of GNSS signals, and (iv) they are free to use, since their
infrastructure is already operational [33], [34]. The literature
demonstrated the benefit of fusing SOP and GNSS signals to
reduce the vertical dilution of precision (VDOP) [35].

This paper proposes a GNSS-SOP RAIM approach, which
exploits the favorable transmitter-to-receiver geometry to sig-
nificantly reduce a UAV’s PL. Since all GNSS satellites are
typically above the UAV-mounted receiver, GNSS measure-
ments lack elevation angle diversity, which in turn degrades
the VPL. In contrast, terrestrial SOP transmitters are inher-
ently at low elevation angles. As a consequence, a combined
GNSS-SOP system will benefit from a doubled elevation angle
range. In addition, certain SOPs possess favorable geometric
configurations by construction, e.g., cellular towers are placed
at the center of hexagonal cells. This yields well-spaced
azimuth angles, which is desirable for HPL reduction.

An initial work that considered fusing GPS and SOP
signals for UAV integrity monitoring was conducted in [36].
This paper extends the previous work through the following
contributions. First, cellular SOP measurement errors are char-
acterized from hours of UAV flight campaigns over the past
few years, which collected extensive SOP data in different
environments. The presented SOP measurements represent the
most extensive characterization to-date of cellular SOPs in
various environments and from different cellular providers,
transmitting at different frequencies and bandwidths. Proba-
bility density function (pdf) and cumulative distribution func-
tion (cdf)-based overbounding are established and compared.
Moreover, the SOP measurements’ fault rate is calculated.
Second, in contrast to the previous work where only GPS sig-
nals were considered, the combined GNSS-SOP performance
is evaluated in this paper. Third, different sources for SOP
measurement error are evaluated, including multipath, clock
bias error, and poor geometric conditions. Fourth, a real-world
experiment with cellular long-term evolution (LTE) SOPs are
presented demonstrating the proposed GNSS-SOP system to
reduce the UAV’s PLs. The experimental results using eleven
cellular LTE SOPs show that the proposed framework reduces
the VPL over GPS-based and GNSS-based navigation systems
by 56.9% and 58.8%, respectively; while the framework
resulted in HPL reduction over GPS-based and GNSS-based
navigation systems by 82.4% and 74.6%, respectively.

The structure of this paper is organized as follows. Section II
details the motivation and background of this work. Section III
formulates the GPS-SOP navigation solution. Section IV stud-
ies empirically the salient attributes of the SOP measurements.
This methodology can be applied to other terrestrial SOP
classes. Section V discusses the enhancement in the RAIM PL
by incorporating the SOP measurement. Sections VI and VII

Fig. 1. The proposed method which combines pseudoranges obtained from
GNSS satellites and terrestrial SOP transmitters to reduce the PL. Note the
abundance of cellular LTE SOPs in this environment: Riverside, California,
USA. Many other types of SOPs are also present in the environment but are
not plotted here.

present simulation and experimental results with cellular LTE
signals, evaluating the efficacy and accuracy of the proposed
framework. Concluding remarks are given in Section VIII.

II. BACKGROUND AND MOTIVATION

This paper proposes a GNSS-SOP framework for UAV nav-
igation, which significantly reduces the UAV’s PL compared
to traditional GNSS-based frameworks. The UAV employs a
RAIM-based algorithm to calculate the PL. This paper aims
at investigating the enhancement in the transmitter-to-receiver
geometry, considering the fact that terrestrial SOP measure-
ments are received from negative elevation angles, as the UAV
can fly above the terrestrial SOPs. Fig. 1 demonstrates the
proposed GNSS-SOP framework. In contrast to GBAS-based
frameworks, the expected reduction in PL can be obtained
without installing dedicated, costly ground-based stations.

The integrity of GNSS measurements can be established
via the navigation message, which specifies anomalies related
to satellite operation, such as transmitters’ clock errors and
satellite service failure. However, the integrity information pro-
vided by the navigation message is not desirable for real-time
applications as the ground control segment (GCS) requires
a few hours to broadcast a failure [37]. Hence, integrity
monitoring is usually obtained by means of additional frame-
works. These frameworks include external sensor fusion-based
techniques as well as internal techniques. Sensor fusion tech-
niques leverage onboard navigation sensors to monitor the
navigation solution, while internal techniques typically use
the redundant information within the transmitted navigation
signals for this purpose. In [17], a method was proposed to
leverage lidar measurements to improve both the integrity
of the navigation solution and the fault detection capabili-
ties. The proposed method employed an unscented Kalman
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filter (UKF) to fuse Lidar and GPS data. Then, an algorithm
was described to extract the lidar odometry covariance to
construct the RAIM test statistic. Considering the fact that
the urban structures and tall buildings, which block GNSS
signals, are rich with features detectable by lidar, this method
was shown to be very effective for urban environment integrity
monitoring. In [38], a method to incorporate an INS for fault
detection was proposed. This method, employed an extended
Kalman filter (EKF) to fuse INS and GPS measurements.
Then, a sliding window estimator was formulated that solves
the full-nonlinear maximum a posteriori estimate in real-
time. Finally, the resulting window of residuals was used
to implement an improved fault detection strategy, which is
robust against EKF linearization errors. In [39], a method to
combine GNSS, lidar, and inertial measurement unit (IMU)
was proposed that calculates the integrity measures by ana-
lyzing the lidar return light intensity.

Finally, [8] proposed a method that incorporate data from
camera and map-matching for both positioning and calculating
the integrity of the navigation solution. In contrast to external
integrity monitoring methods, RAIM alleviates the need for
costly, bulky, and computationally intensive infrastructures.

Over the past few decades, a multitude of algorithms for
RAIM have been introduced, including RAIM for GPS-only
and multi-constellation GNSS frameworks. With the expected
increase in the number of pseudorange sources, new RAIM
methods have been studied to exploit the pseudoranges made
on different GNSS satellites. Two of the existing algorithms
include least-squares (LS) RAIM and multiple hypothesis
solution separation (MHSS).

• LS RAIM algorithm: LS RAIM considers two scenarios
for each satellite: fault-free and faulty operation. In the
faulty case, a bias is added in one of the measure-
ments. Since the position error is not directly observ-
able, LS RAIM employs a residual-based test statistic to
evaluate the consistency of pseudorange measurements.
Fault detection is achieved by comparing the test statistic
against a threshold [12]. Initially, the LS RAIM algorithm
relied on the assumption that only one failure occurs at a
time [11]. Later on, more sophisticated LS RAIM-based
algorithms were developed to account for simultaneous
faults [40], [41]. In [14], the performance of LS RAIM for
combined Galileo-GPS was evaluated. Another variation
of the LS RAIM is known as forward-backward (FB)
RAIM. FB RAIM is similar to the LS RAIM in its
core and consists of two phases: forward and backward.
The forward phase includes four tests: (i) geometry
preliminary check, (ii) global test to check the measure-
ments’ consistency, (iii) local test to identify the outlier,
and (iv) separability test to check the measurements’
correlation. The backward phase includes a global test
to re-introduce the erroneously-rejected measurements.
FB RAIM was shown to be a robust algorithm for
multi-constellation frameworks. In [42], GPS-Galileo FB
RAIM was investigated in a signal-degraded environ-
ments. An initial study on the differential SOP system
(where a baseline between the base and rover is present)
was conducted in [43], where the reduction in the PL

was analyzed. This paper differs from [43] trough the
following. First, in this paper, the terrestrial pseudoranges
are directly injected into the estimator alongside GNSS
pseudoranges. With the differential SOP system, the base
and rover were making pseudorange measurements to the
same SOP transmitters, while the rover had no access
to GNSS signals. Second, [43] assumed the presence
of a stationary agent in the navigator’s environment,
referred to as the base, which has knowledge of its own
state at all time. The base’s purpose was to estimate
the dynamic stochastic clock errors of SOP transmitters
and to share these estimates with the navigator. It was
assumed that the base had direct line-of-sight (LOS) to
all SOP towers. This assumption may not be practical
in the real-world. Therefore, developing a self-contained
solution is desirable. To this end, this paper develops
a self-contained UAV navigation framework that fuses
GNSS and SOP pseudoranges, to simultaneously localize
the UAV-mounted receiver and estimate the receiver’s and
transmitters’ clock errors.

• MHSS algorithm: The MHSS algorithm, was first
introduced in [44] and [45]. MHSS constructs a fault
tree, which refers to a set of assumptions about the
environment in which a RAIM algorithm is applied.
The measurements are supposed to be in one out of a
set of different branches of the fault tree, to each of
which an a priori probability of occurrence is assigned.
MHSS evaluates the different fault modes given the
specified probabilities of fault and determines the optimal
probability of missed detection for each mode. MHSS
considers the potential usage of multi-constellation GNSS
observations and is designed to account for multiple
faults [46], [47]. In [14] and [15], MHSS was employed to
study the integrity of GPS-Galileo and GPS-GLONASS
multi-constellation frameworks, respectively.

As mentioned above, all RAIM algorithms employ a pre-
liminary check to verify the geometry conditions. Favorable
geometric conditions significantly enhances the capabilities
of integrity monitoring processes. The notion of incorporat-
ing more measurements from GNSS augmentation systems
(GBAS and SBAS) has been investigated in the litera-
ture [48]–[52]. More recently, it was demonstrated in [53] that
GNSS-based VPL and HPL were reduced by 57% and 65%,
respectively, when GBAS corrections were used. Instead of
using dedicated GBAS and SBAS infrastructure, this paper
proposes a combined GNSS-SOP RAIM and aims to investi-
gate the improvement in the transmitters’ geometry by incor-
porating terrestrial SOPs. SOP towers are more abundant than
dedicated infrastructure and are freely available. Also, SOPs
are not limited to airport vicinities; hence, UAVs navigating
in urban environments could benefit from SOPs’ transmitted
signals. Moreover, in contrast to satellites, terrestrial SOPs
inherently transmit at low elevation angles. What is more,
UAVs typically fly above terrestrial SOPs, enabling reception
from negative elevation angles. As a result, a significant
improvement in the geometry is expected by adding terrestrial
SOP measurements. This paper, first, studies the SOP pseudo-
range characterization. This allows different assumptions to be
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placed on GNSS-SOP RAIM. Next, this paper evaluates the
performance of the proposed GNSS-SOP RAIM from a PL
standpoint.

III. NAVIGATION FRAMEWORK

This section formulates a weighted nonlinear least-squares
(WNLS)-based framework for standalone UAV navigation
with GNSS-SOP measurements. The navigation environment
comprises a UAV, N SOP towers, and M GNSS satel-
lites. The SOP towers are assumed to be stationary with
known 3-dimensional (3-D) positions. This assumption implic-
itly places stringent requirements on a database integrity.
In practice, one could map the SOP transmitter via several
approaches, such as radio mapping or satellite images and
store them in a local and/or cloud-hosted database, which is
continuously maintained. This has been the subject of prior
research [54], [55]. It was shown that the location of the SOPs
can be mapped a priori using one method or a combination
of several methods from the list below:

• Extracting from satellite imagery, such as Google
database [56].

• Extracting from publicly available database [57].
• Estimating according to the frameworks presented

in [55], [58].
The UAV is equipped with a GNSS receiver that makes

pseudorange measurements to GNSS satellites at discrete-time
instants k = 0, 1, . . ., according to

z′GNSSm (k) = ∥∥rr (k) − rGNSSm (k)
∥∥

2

+ c · [
δtr (k) − δtGNSSm (k)

] + vGNSSm (k),

where z′GNSSm � zGNSSm−c · δtiono−c · δttropo; δtiono and
δttropo are the known ionospheric and tropospheric delays,
respectively; c is the speed of light; rGNSSm and δtGNSSm
are the position and clock bias of the m-th GNSS satellite,
respectively; and rr � [xr , yr , zr ]T and δtr are the receiver’s
position and clock bias, respectively. The term vGNSSm is
the m-th GNSS satellite measurement noise, which is mod-
eled as a zero-mean white Gaussian random sequence with
variance σ 2

GNSSm .
The UAV is also equipped with an SOP receiver that makes

pseudorange measurements to terrestrial SOPs. A model of
the pseudorange measurement, after mild approximations dis-
cussed in [59], is given by

zSOPn (k) = ∥∥rr (k) − rSOPn
∥∥

2

+ c · [δtr (k) − δtSOPn (k)
] + vSOPn (k),

where rSOPn and δtSOPn are the position and clock bias of the
n-th SOP transmitter, respectively, and vSOPn is the n-th SOP
measurement noise, which is modeled as a zero-mean white
Gaussian random sequence with variance σ 2

SOPn .
The UAV estimates its state vector xr �

[
rrT, cδtr

]T by
fusing these measurements using a WNLS estimator. The clock
biases {δtSOPn }Nn=1 are modeled as first-order polynomials,
i.e., δtSOPn (k) ≈ δ̇tSOPn kT + δtSOPn,0 , where δ̇tSOPn is the
constant clock drift of the n-th transmitter, δtSOPn,0 is the
corresponding initial bias, T is the sampling time, and k is
the time-step. The parameters of the first-order polynomials,
i.e., δtSOPn,0 and δ̇tSOPn , can be transmitted to the user from
a ground-based station, or can be calculated by the UAV
itself from GNSS data and the measured pseudoranges using
a LS estimator according to the method described in [60].
Note that δtSOPn,0 and δ̇tSOPn can be assumed as constant
parameters; therefore, the UAV does not need to employ a
Kalman filter (KF) to continuously estimate them over time.
More details about the first-order polynomial model of the
SOP clock bias is discussed in [43], [61]. The impact of model
mismatch due to using the first-order polynomial model on the
measurement accuracy is discussed in Subsection VI-E.

Subsequently, the vector of all measurements given by

z �
[
z′GNSS1

, . . . , z′GNSSM , zSOP1, . . . , zSOPN
]T

,

The UAV-mounted receiver’s state vector is estimated using
WNLS. The model is linearized according to

�z = H�xr + v,

where �z � z − ẑ is the difference between the measure-
ment vector z and its estimate ẑ, �xr � xr − x̂r is the
difference between the receivers’s state vector xr and its esti-
mate x̂r , and v �

[
vGNSS1, . . . , vGNSSM , vSOP1, . . . , vSOPN

]T.
The measurement Jacobian used in the WNLS estimator is

H = [
HT

GNSS,H
T
SOP

]T, where HGNSS and HSOP, shown at the
bottom of the page, where c(·) and s(·) denote the cosine
and sine functions, respectively; elGNSSm and azGNSSm are the
elevation and azimuth angles of the m-th GNSS satellites,
respectively; and elSOPn and azSOPn are the elevation and
azimuth angles of the n-th SOP transmitter, respectively. All
elevation and azimuth angles are expressed in the East, North,
Up (ENU) local coordinate frame, centered at the receiver’s
position. The weighting matrix in the WNLS is chosen as the
inverse of the measurement noise covariance

R = diag
[
σ 2

GNSS1
, . . . , σ 2

GNSSM , σ 2
SOP1

, . . . , σ 2
SOPN

]
,

where diag(·) denotes a diagonal matrix.

HGNSS �

⎡
⎢⎣

−c(elGNSS1)s(azGNSS1) −c(elGNSS1)c(azGNSS1) −s(elGNSS1) 1
...

...
...

...
−c(elGPSM )s(azGPSM ) −c(elGPSM )c(azGPSM ) −s(elGPSM ) 1

⎤
⎥⎦

HSOP �

⎡
⎢⎣

−c(elSOP1)s(azSOP1) −c(elSOP1)c(azSOP1) −s(elSOP1) 1
...

...
...

...
−c(elSOPN )s(azSOPN ) −c(elSOPN )c(azSOPN ) −s(elSOPN ) 1

⎤
⎥⎦ ,
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TABLE I
CHARACTERISTICS OF RECORDED CELLULAR SOPs

IV. SOP PSEUDORANGE ERROR CHARACTERIZATION

In order to incorporate SOP measurements into a
RAIM-type framework and determine the integrity of the
combined SOP-GNSS system, one must statistically character-
ize SOP pseudorange measurements, namely determine their
accuracy and failure rates. While recent research have studied
fault and error sources in SOP-based navigation [43], this
paper is focuses on the statistical properties of these resulting
errors. In this paper, the data collected by the Autonomous
Systems Perception, Intelligence, and Navigation (ASPIN)
Laboratory over several years of experimental campaigns was
used to characterize the statistics of cellular SOP pseudor-
ange measurements. Cellular SOP pseudoranges were recorded
with UAVs for an aggregate of several hours of flights.
These pseudoranges were obtained using the Multichannel
Adaptive TRansceiver Information eXtractor (MATRIX) [62]
software-defined receiver (SDR) in (i) different environments;
(ii) at different carrier frequencies; and (iii) for different signal
types, including long-term evolution (LTE) and code-division
multiple access (CDMA) signals. In order to perform these
experiments in different environmental conditions, the data
collection was carried out in California, USA: Riverside (open
sky), San Bernardino (semi-urban), Aliso Viejo (urban), and
Riverside (deep urban). While this paper tries to character-
ize the impact of the most well-known SOP error sources,
such as multipath, clock model mismatch, poor geometric
configuration, etc., accounting for all possible sources of errors
(e.g., software bugs, communication drops, hardware failure,
etc.) requires continuous data collection for thousands of
hours, which is considered for future work. The characteristics
of the recorded data are tabulated in Table I. As expected,
the quality of these measurements is highly dependent on
the environment. Note that the data collected by ground

vehicles (GVs) was used to characterize cellular SOP measure-
ments, mimicking UAVs flying at low altitudes (e.g., during
takeoff and landing phases and performing missions such as
goods delivery).

Note that the method that was used in this paper to
characterize the SOP pseudorange error was DeCleene’s sin-
gle cdf-overbounding approach. Generally, an overbounding
approach considers the worst-case scenario, given the stored
data available in the database. Because of this, it is accept-
able to apply DeCleene algorithm on the recorded data in
post-processing and then, update the overbounding cdf’s para-
meteres in the database, from which the navigator can pull
these parameters. This can be achieved in post-process or in
real-time. Next, the pseudorange measurements’ errors were
characterized using the method discussed in [36] via the
following three steps.

• Step 1: The true ranges between the receiver and SOP
transmitter (i.e.,

∥∥rr (k) − rSOPn (k)
∥∥

2
) are removed from

the recorded pseudoranges zSOPn (k). The true ranges are
known a priori from the knowledge of the transmit-
ters’ location and receiver’s ground truth position. The
resulting measurement after removing the true range is
given by:

z′SOPn (k) � zSOPn (k) − ∥∥rr (k) − rSOPn (k)
∥∥

2

= c · [
δtr (k) − δtSOPn (k)

] + vSOPn (k).

• Step 2: The error term due to the difference
between the receiver’s and the transmitter’s clock biases
(i.e., c · [

δtr (k) − δtSOPn (k)
]
) is removed from the mea-

surement z′SOPn (k). To this end, a first-order polynomial
approximation with a constant initial clock bias cδtr,SOPn,0
and drift cδ̇tr,SOPn,0 is used to model the difference
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Fig. 2. Characterization of cellular SOP pseudoranges: SOPs environments in different locales in California, USA and corresponding pdfs.

between the receiver’s and transmitter’s clock biases, i.e.,

c · [
δtr (k) − δtSOPn (k)

] = cδ̇tr,SOPn,0 kT + cδtr,SOPn,0 .

The constants cδ̇tr,SOPn,0 and cδtr,SOPn,0 are estimated by
post-processing the recorded data from time-step 0 to
time-step K via an LS estimator, which minimizes the
cost function G given by

G �
∥∥∥∥ y − S

[
cδ̇tr,SOPn,0
cδtr,SOPn,0

]∥∥∥∥
2

2
,

S �
[

0 T . . . KT
1 1 . . . 1

]T
,

where the LS observation vector y is given by

y �
[
z′SOPn (0), . . . , z′SOPn (K )

]T
.

The resulting measurement after removing the error due
to clock bias difference is given by:

z′′SOPn (k) � z′SOPn (k) − cδ̇tr,SOPn,0 kT − cδtr,SOPn,0
� vSOPn (k).

Although using the first-order polynomial approximation
for modeling the SOP clock has been thoroughly studied

in the literature [60], [61], this approximation may intro-
duce faults that are not monitored. In Subsection VI-E,
the effect of model mismatch in the aforementioned clock
model on the measurement error is analyzed.

• Step 3: The sample mean and sample variance of the
measurement error’s pdf are calculated from

μ̂SOPn = 1
K + 1

K∑
k=0

z′′SOPn (k),

σ̂ 2
SOPn = 1

K

K∑
k=0

[
z′′SOPn (k) − μ̂SOPn

]2
.

Fig. 2 illustrates the empirical pdfs found from the collected
measurements. Overlayed on these pdfs are the Gaussian
pdf fits with the calculated sample mean μ̂pdf,sample and
sample variance σ̂pdf,sample over all SOPs. Table II summarizes
μ̂pdf,sample and σ̂pdf,sample in different environments. Note that
the calculated sample means are almost zero due to Step 2
described above.

With respect to integrity, an overbounding function is con-
servative if it predicts the occurrence of large navigation errors
to be at least as frequent as their actual occurrence [13]. Since
both the empirical and overbound plots in Fig. 2 are pdfs and
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TABLE II
SAMPLE MEAN (μ̂pdf,sample) AND SAMPLE VARIANCE (σ̂pdf,sample)

OF GAUSSIAN Pdfs OF PSEUDORANGE MEASUREMENT ERROR
IN DIFFERENT ENVIRONMENTS

Fig. 3. Characterization of cellular SOP pseudorange measurement accuracy
in different environments in which the pseudoranges were collected. Empirical
cdf of pseudorange errors and analytical Gaussian cdfs obtained from a
single-cdf approach are illustrated for each environment: (a) Open sky and
semi-urban and (b) urban.

integrate to one, it is not possible for the pdf overbound to
hold for all values of the empirical pdf. In fact, there exists
small residuals around the tails, which are not necessarily
characterized by a Gaussian distribution. Since the integrity
requirements impose constraints at 10−7 level, this aspect
needs to be analyzed further, validating that the integrity risk
is ensured, especially around the tails. Over the past few
years, different bounding strategies have been investigated in
the literature to construct conservative bounds, which repre-
sent the empirical measurement error. The first overbound-
ing approach that successfully provided conservative bounds
for the empirical measurement error was DeCleene’s single
cdf-overbounding approach [63]. In [63], it was proven that
the assumption for a zero-mean Gaussian error distribution
can be replaced by a requirement that the error distribution is
symmetric, unimodal, and whose cdf is bounded by a Gaussian
error distribution overbounded for errors less than the mean
and underbounded for errors greater than the mean, i.e.,

Go > Ga, Ga ≤ 0.5
Go ≤ Ga, Ga > 0.5,

where Go and Ga are the overbound cdf and the empir-
ical cdf, respectively. To ensure the integrity risk around
the tails, the single-cdf overbounding method [63] was
implemented. Fig. 3 illustrates the empirical cdfs found
from the collected measurements. Overlayed on these

TABLE III
SINGLE-Cdf APPROACH-BASED (μ̂cdf,overbound) AND SAMPLE VARIANCE

(σ̂cdf,overbound ) OF GAUSSIAN Cdfs OF PSEUDORANGE MEASUREMENT
ERROR IN DIFFERENT ENVIRONMENTS

cdfs are the cdf overbounds obtained from DeCleene’s
single cdf-overbounding approach. Table III summarizes
μ̂cdf,overbound and σ̂cdf,overbound in different environments. As it
can be seen from Fig. 3, the integrity is ensured over all
empirical measurement errors. Therefore, DeCleene’s single
cdf-overbounding method was used in this paper during sim-
ulations and real-world experiments.

Calculating the SOP measurements’ fault rate is a more
challenging problem as no official SOP measurement integrity
standard has been issued yet. According to the Air Force
GPS Standard Positioning Service Performance Standard
(SPS PS) [64], the GPS measurement fault is defined by
an error greater than 4.42 times the broadcast User Range
Accuracy (URA). However, this cannot directly apply to SOP
measurements. On one hand, URA cannot be assessed from
the measurements and the user needs to receive this parameter
from external entities, which ensure the integrity level. On the
other hand, the SOP navigation message does not include
URA information. The lack of SOP integrity information is
analogous to the lack of GLONASS integrity information
over the first years of operation, where no URA data was
available in the GLONASS’s Receiver Independent Exchange
Format (RINEX) file. Using the methods that evaluate the
GLONASS fault rate without having access to the broadcast
URA [15], [65], the SOP fault rate can be approximated. It is
first important to establish the type of operating environment.
In this paper low-altitude UAV navigation in urban/deep urban
environments is considered. One can see from Fig. 2 that
the pseudorange error in these environments does not exceed
19.12 m (solid purple curve). Therefore, it is reasonable to
consider an induced bias larger than 20 m as a fault. Table III
shows that σ̂cdf,overbound = 5.97 m for a low-altitude UAV
in an urban/deep urban environment. Consequently, the 20 m
fault threshold corresponds to 3.35 times the standard devi-
ation of the overbound cdf, which in turn implies that the
probability of a cellular SOP transmitter being in a faulty
state is 8.08 × 10−4. The approximated fault bias and the
corresponding probability are demonstrated in Fig. 4. It is
important to note that the reliability of cellular SOPs has
not yet been fully characterized. This is a tedious process
that requires thousands of hours of data collection. The SOP
integrity parameters obtained in this paper are still preliminary
and used as a proof of concept. As the database of collected
SOP data grows, these parameters can be further refined. The

Authorized licensed use limited to: The Ohio State University. Downloaded on October 13,2023 at 15:52:26 UTC from IEEE Xplore.  Restrictions apply. 



MAAREF et al.: AERIAL VEHICLE PL REDUCTION BY FUSING GNSS AND TERRESTRIAL SOPs 5983

Fig. 4. The approximated fault bias and its corresponding probability. A fault
bias of 20 m in magnitude corresponds to an 8.08 × 10−4 fault probability.

aim of this paper is to present a methodology to calculate these
parameters and how to use them for UAV integrity monitoring.
As such, an 8.08 ×10−4 fault probability could be either con-
servative or optimistic. However, in the case of the latter, it has
been shown in [66] that incorporating SOPs would still yield
improvement over GPS-only for high and unlikely SOP fault
probabilities of 10−2.

V. PL REDUCTION VIA ADDING SOPs
RAIM algorithms provide the user with an estimate of the

confidence in the position information via PL. Several methods
to calculate PL have been proposed in the literature. This
paper considers the MHSS-based PL presented in [67], [68]
to study the effect of adding SOPs into the transmitter-
to-receiver geometry. Formulating other types of RAIM for
other SOP-GNSS navigation frameworks is similar and could
be investigated in future work. The associated VPL and HPL
under fault-free hypothesis are obtained from

VPL = Kv dUP, dUP =
√√√√M+N∑

i=1
S23,i Ri,i ,

HPL = KhdH, d2
H = dE

2 + dN
2

2

+
√

(
dE

2 − dN
2

2
)

2

+ dEN
2,

dE =
√√√√M+N∑

i=1
S21,i Ri,i , dN =

√√√√M+N∑
i=1

S22,i Ri,i ,

dEN =
√√√√M+N∑

i=1
S1,iS2,i Ri,i , (1)

where S �
(
HTR−1H

)−1HTR−1 and Xi j denotes the element
of i -th row and j -th column of a matrix X. The coefficients

Kv and Kh are defined according to

Kv � �−1(1 − βv/2), Kh � �−1(1 − βh/2),

where � denotes the cdf of the standard Gaussian distribution
and βv and βh are the integrity budget for the vertical and
horizontal components, whose values are set to 9.8 × 10−8

and 2 × 10−9, respectively. The risk under potential failure
conditions can be evaluated by a faulted hypothesis. The PL
for the faulted hypothesis is formulated in [68].

In contrast to the GNSS-only approaches, where the ele-
vation range is limited between some elevation mask and
90 degrees, the proposed GNSS-SOP framework can double
the elevation angle range to −90 to 90 degrees. This is due
to the fact that UAVs can fly even above the terrestrial SOPs.
It is important to note that the improvement in transmitter-
to-receiver geometry is highly dependent on the initial con-
figuration of the satellites to which the SOPs are added.
For example, if no GNSS satellite at zenith is considered,
the reduction obtained by adding a SOP will be much larger.
In order to perform a fair comparison and to account for
as many as possible satellite configurations, Monte Carlo
simulations are adopted with 104 realizations, which is large
enough to cover a variety of initial satellite configuration.

Next, the PL reduction by incorporating additional GNSS
measurements versus additional SOP measurements is inves-
tigated as follows. In each Monte Carlo realization, M
GNSS satellite azimuth and elevation angles were generated
according to

azGNSSm ∼ U(−180, 180), m = 1, . . . ,M
elGNSSm ∼ U(elmask, 90) , m = 1, . . . ,M,

where U(a, b) is the uniform distribution over the interval
[a, b] and elmask is a pre-defined elevation mask. Then,
an additional measurement at elnew and aznew was generated
according to

aznew ∼ U(−180, 180),

elnew ∈ {−90,−80, . . . , 80, 90}.
This model is equivalent to adding a new transmitter into

a pre-deployed random set of transmitters, while the ele-
vation angle of the new transmitter can be swept between
−90 and 90 degrees. Next, The reduction in the PLs due to
adding this new transmitter was recorded at each elevation
angle between −90 and 90 degrees. The average and standard
deviation of the corresponding PLs’ reduction for introducing
this additional transmitter at a sweeping elevation angle −90 ≤
elnew ≤ 90 degrees is plotted in Fig. 5 for different values of
the pre-deployed transmitters M and different elevation mask
elmask. The PLs are calculated using (1).

Fig. 5 clearly shows that while adding more measurements
from other satellites decreases the PLs, measurements from
transmitters at low elevation angles are more effective in min-
imizing the PL than transmitters at elevation angles between
0 and 90 degrees. Moreover, by comparing the solid lines
and dashed lines from the same colors, it is evident that in
the environment with high elevation mask (e.g., deep urban),
the amount of reduction in the PL due to adding SOPs
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Fig. 5. The average and standard deviation of the reduction in VPL and HPL
after adding an additional measurement at an elevation angle −90 ≤ elnew ≤
90 degrees for M = 7, . . . , 9 and elevation masks: 0 and 15 degrees. The
initial values of the VPLs for M = 7, . . . , 9 and elevation masks 0 degrees
were 31.67 m, 18.79 m, and 14.31 m; and the initial values of the VPLs for
M = 7, . . . , 9 and elevation masks 15 degrees were 47.07, m 29.72 m, and
22.00 m, respectively. This shows the proposed method was able to reduce
the VPLs by more than 50%.

is significantly larger than the reduction in the PL due to
adding satellites (specifically for VPL). Finally, the Monte
Carlo-based analysis under same simulation conditions and

Fig. 6. The reduction in LS RAIM-based VPL and HPL after adding an
additional measurement at an elevation angle −90 ≤ elnew ≤ 90 degrees for
M = 7, . . . , 9 and elevation masks: 0 and 15 degrees.

data set was repeated for a VPL and a HPL constructed from
LS RAIM. The results are shown in Fig. 6. As it can be seen,
the results of the LS RAIM was similar to the MHSS-RAIM,
which was demonstrated in Fig. 5.

VI. SIMULATION RESULTS

A simulation test was set up to evaluate the potential
of exploiting SOPs for RAIM. To compare the PL of a
GPS-only solution with that of a GPS-SOP solution, a station-
ary receiver at the Madrid Deep Space Communications Com-
plex (MDSCC) was considered. The elevation and azimuth
angles of the GPS satellite constellation above the receiver
over a 24-hour period was computed using GPS ephemeris
files collected at the MDSCC. To illustrate the PL reduc-
tion by incorporating SOP observations, 5 additional SOP
transmitters were simulated at the test environment, and the
resulting PL was evaluated. Throughout different simulations
provided in this section, the number of SOP transmitters is
fixed (5 SOPs) and their positions are listed in IV. However,
in Subsection VI-D, the impact of the number of SOPs on
the achieved PL is evaluated by varying the number of SOPs
from 0 to 10. The simulation settings are given in Table IV.
In Table IV, the UAV’s and towers’ positions are expressed in
Geographic coordinate system.
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TABLE IV
SIMULATION SETTINGS

A. PL Reduction via Adding SOPs
Fig. 7 (a) and (b) illustrates the associated number of

available GPS satellites for a 24-hour period and the corre-
sponding DOP metrics. Fig. 7 (c) illustrates the VPL and HPL
obtained by the GPS-only solution (blue line) and the proposed
GPS-SOP solution (green line). The average GPS-only VPL
over 24 hours was 43.36 m, whereas the average GPS-SOP
VPL was 16 m. Fig. 7 (c) also shows a few instances where the
GPS-only VPL exceeds 200 m. By comparing Fig. 7 (a),(b)
and Fig. 7 (c), it is evident that these instances correspond
to poor satellite-to-receiver geometry, where the receiver had
LOS to only 6 GPS satellites and VDOP is larger than 2.5.
Fig. 7 (d) illustrates the simulation environment along with
the location of the SOP towers. Fig. 7 (e) illustrates the
GPS satellites configuration at a particular instance where the
GPS-only VPL and HPL were around 350 m and 150 m,
respectively. It can be seen that the PLs are significantly
reduced in this instance by incorporating SOP transmitters.

B. Evaluating Different Elevation Masks
Next, the performance of the proposed framework for dif-

ferent elevation mask angles is evaluated. To this end, a sim-
ulation was conducted for elevation masks 0 to 23 degrees.
The other simulation settings are the same as what has been
tabulated in Table IV. In each run, GPS-only PLs and the
proposed GPS-SOP PLs were calculated. The results are
shown in Fig. 8. As can be seen, the GPS-only PLs were

Fig. 7. Simulation environment and the simulation results: (a) The number
of available GPS satellites for a 24-hour period. (b) The VDOP and HDOP
of available GPS satellites for a 24-hour period, (c) Comparison between
GPS-only and GPS-SOP PLs over 24 hours. (d) The simulation environment
layout at Madrid Deep Space Communications Complex (MDSCC), the loca-
tion of the receiver, and position of the SOP towers. (e) An instance where
GPS-only VPL was 350 m due to poor satellite-to-receiver geometry.

significantly increased by increasing the elevation mask, while
the GPS-SOP PLs remained nearly constant. Hence, in the
environment with large GPS elevation mask (e.g., deep urban
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Fig. 8. Comparison between GPS-only PLs and the proposed GPS-SOP
PLs for different elevation masks. As can be seen, the GPS-only PLs were
significantly increased for large elevation masks, while the GPS-only PLs
remained nearly constant. The vertical lines in top plot represent the error
bar.

canyon), incorporating SOP measurements can effectively
reduce the PLs.

C. Evaluating the Impact of SOP Configuration
This subsection, extends the analysis presented in

Subsection VI-A to consider the geometries, which are poor
from SOP configuration point of view. The statistics of cellular
SOPs’ configuration have been studied in the literature. In [69],
it was shown that for cellular LTE SOPs, the distribution of the
N transmitters’ location can be modeled by a binomial point
process (BPP) in an annular region Bo (dmin, dmax) where o
is the origin, dmin is the far-field distance, and dmax is the
maximum distance for which the receiver can reliably hear
the SOPs (see Fig. 9(a)). Subsequently, the azimuth angles of
the SOPs are uniformly distributed between 0 and 2π (see
Fig. 9(b)). In [70], [71], it was demonstrated that terrestrial
cellular SOPs as far as 3 km can be reliably acquired and
tracked by UAVs. As such dmax is set to 3 km. It was
also noted experimentally that dmin and can be approximated
by 5 m.

The BPP model is used to evaluate the impact of the
number of SOPs N on the performance of the proposed
framework. To this end, the simulation with a setup presented
in Subsection VI-A was conducted for N = 0 (GPS-only case)
and N = 1, 2, . . . , 10 (GPS-SOP case).

Throughout this test, the location of these 10 SOPs were
fixed. Each of these 10 locations was generated using the
BPP model. Then, for each of these cases, the simulation
configuration tabulated in Table IV was applied and results
were re-generated over 24 hours period. Finally, the average

Fig. 9. (a) BPP realization with N = 10. (b) The azimuth angles in a BPP
are uniformly distributed between 0 and 2π .

Fig. 10. Impact of the number of SOPs on the achieved PLs over a 24-hour
period. The vertical lines in each plot represent the error bar.

of the observed PLs were calculated. The results are shown
in Fig. 10. The following can be concluded from this simu-
lation. First, with N = 1, the proposed approach achieved an
average VPL of 28 m compared to an average VPL of 43.36 m
with the GPS-only case (N = 0). This shows that even adding
one SOP transmitter can significantly reduce the VPL (same
conclusion holds for HPL). Second, the results demonstrate the
expected behavior that exploiting more SOPs yields higher PL
reduction. However, the PL reduction is nearly constant after
adding 6 or more SOPs. Third, as can be seen from Fig. 10,
SOPs will not contribute negatively, even when the geometry
configuration is poor.

D. Considering Other GNSS Constellations
The results presented in Subsection VI-A only considered

GPS. In order to study the reduction in PL via adding
SOP measurements, while considering other GNSS constel-
lations the simulation setup presented in Subsection VI-A
was extended to account for both GPS and GLONASS.
To this end, the GLONASS satellites’ Keplerian elements
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Fig. 11. Simulation results for a GNSS-based navigation system: (a) The
number of available GLONASS satellites for a 24-hour period. (b) Comparison
between GPS-GLONASS and GPS-GLONASS-SOP PLs over 24 hours.
(c) Comparison between GPS-GLONASS and GPS-GLONASS-SOP HPLs
over 24 hours.

parameterizing the orbits were extracted from the North
American Aerospace Defense Command (NORAD) publicly
available database [72]. The orbit’s parameters are updated
daily in the two-line element (TLE) files. Using TLEs and orbit
determination algorithms, the positions and velocities of the
GLONASS satellites were calculated for the time and location
described in Subsection VI-A. Fig. 11 (a) illustrates the asso-
ciated number of available GLONASS satellites for a 24-hour
period. Fig. 11 (b)-(c) illustrate the VPL and HPL obtained
by the GPS-GLONASS solution (blue line), GPS-SOP solution
(orange line), and the proposed GPS-GLONASS-SOP solution
(green line). Over 24-hours, the average GPS-GLONASS VPL
was 27.28 m, the average GPS-SOP VPL was 15.59 m,
and the average GPS-GLONASS-SOP VPL was 12.82 m.
By comparing Fig. 7 and Fig. 11, it is evident that even in
GNSS-based navigation systems, introducing SOP measure-
ments can reduce the VPL by more than 50%. It is important to
note that while the number of SOPs were fixed to 5, the num-
ber of GLONASS satellites was greater than or equal to 5 in
about 99% of the time over 24-hours. Therefore, another
important conclusion that can be drawn from this plot is that
while the number of GLONASS satellites is more than the
SOP transmitters, adding SOP transmitters is more effective
in reducing the PLs (compare orange and blue lines). This

shows the effectiveness of the proposed method, validating that
while adding more measurements from other satellite constel-
lations decreases the PL, measurements from transmitters at
(i) low elevation angles are more effective in minimizing the
VPL than transmitters at elevation angles between 0 and 90
degrees and (ii) uniformly distributed azimuth angles (which is
inherent in certain SOPs by construction, e.g., cellular SOPs),
are more effective in minimizing the HPL.

E. Evaluating SOP Clock Model Mismatch
In Section IV, the mismatch between the time evolution of

the true clock bias and its first-order polynomial approximation
was analyzed. This subsection analyzes the impact of this
mismatch component on the measurement error. Define

δtSOPn (k) � δ̇tSOPn kT + δtSOPn,0 + ηr,sn ,

where ηr,sn is the mismatch between the true time evolution
of δtSOPn (k) and its first-order approximation. In [43], it was
shown that ηr,sn is a zero-mean white random sequence with
variance σ 2

η,r,sn and is obtained from the k-th element of the
vector

ηr,sn = GF1w1 +GF2w2, (2)

where

w1 �
[
wδtr,sn (0), . . . , wδtr,sn (K − 2)

]T
,

w2 �
[
wδ̇tr,sn (0), . . . , wδ̇tr,sn (K − 3)

]T
,

F1 �

⎡
⎢⎢⎢⎣

0 0 . . . 0
1 0 . . . 0
...

...
. . .

...
1 1 . . . 1

⎤
⎥⎥⎥⎦

(K )×(K−1)

,

F2 �

⎡
⎢⎢⎢⎢⎢⎢⎢⎣

0 0 . . . 0
0 0 . . . 0
T 0 . . . 0

2T T . . . 0
...

...
. . .

...
(K − 2)T (K − 3)T . . . T

⎤
⎥⎥⎥⎥⎥⎥⎥⎦

(K )×(K−2)

,

G =
[
I − S(STS)−1ST

]
, S �

[
0 T . . . (K − 1)T
1 1 . . . 1

]T
,

where K is the total number of processed samples; I is the
Identity matrix; and wδtr,sn and wδ̇tr,sn are the noise corre-
sponding to the time evolution of the clock bias and clock
drift, respectively. Equation (2) implies that the impact of
the mismatch error component on the measurement accuracy
depends on the quality of the oscillators used in the receiver
and in the SOPs’ transmitters. Fig. 12 shows ση,r,sn for
a transmitter equipped with a high-quality oven-controlled
crystal oscillator (OCXO), which is a reasonable assump-
tion [54], [73], and four different receivers: (i) a receiver
equipped with a high-quality OCXO, (ii) a receiver equipped
with a typical OCXO, a receiver equipped with a typical
temperature-compensated crystal oscillator (TCXO), and (iv) a
receiver equipped with a low-quality TCXO. From Fig. 12,
one can see the conservativeness of the mismatch ηr,sn (k) due
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Fig. 12. The standard deviation
{
ση,r,sn (k)

}K−1
k=0 of the vector ηr,sn for

four receivers, equipped with different oscillators: (i) high-quality OCXO,
(ii) typical OCXO, (iii) typical TCXO, and (iv) low-quality TCXO. Here,
K = 2, 500 samples and T = 0.01 s.

to different clock types. The clock bias process noise power
spectral densities of the receivers equipped with high-quality
OCXO, typical OCXO, typical TCXO, and low-quality TCXO
were set to be 1.3 × 10−22 s, 4 × 10−20 s, 4.7 × 10−20 s,
and 1 × 10−19 s respectively. As it can be seen from
Fig. 12, the mismatch error standard deviation component in
the receiver equipped with a high-quality OCXO is about
1 centimeter and in the receiver equipped with a typical
OCXO is nearly 10 centimeters. Comparing this with the
cdf-overbound variances calculated in Section IV validates that
using a first-order polynomial for a fairly stable oscillator is
conservative.

F. Evaluating the Effect of Multipath on SOPs
Although cellular SOPs undergo severe multipath effects

due to the low elevation angle of the received signal, the lit-
erature have shown that the high transmission bandwidth of
these signals make them more robust to multipath compared
to GNSS signals [74]. Cellular SOP multipath analysis for
navigation in urban environment has been investigated in [23],
[75], [76], where the statistics of the measurement error in a
multipath and multipath-free environment was analyzed. It was
shown that the multipath error can be reduced from 15 m to
50 cm by increasing bandwidth from 1.4 MHz to 20 MHz. The
impact of the SOP multipath on the integrity of the navigation
solution was discussed in [43]. In this subsection, the impact of
SOP short multipath delay on VPL reduction is evaluated. For
this analysis, LTE SOP is considered. This methodology can
be applied to other terrestrial SOP types. In the case of short
multipath delays, biases will be induced in the pseudorange
measured by the receiver. In [77], a method was proposed
to characterize this bias using the channel impulse response
(CIR). It was shown that the induced bias can be formulated
according to

bn = c
χn

κ
, κ � −4π A2 cos

(
π

2M
)

M
[
sin

(
π

2M
)]3 , (3)

Fig. 13. The expected reduction in VPL and HPL by adding one SOP
measurement into the navigation system in a multipath environment. These
tests were performed at 10 degrees elevation mask.

where M �
⌊
Nr
6

⌋
, Nr denotes the number of subcarriers

in the received LTE signal, A denotes signal amplitude, and
�.	 denotes the integer floor function. The term χn in (3)
denotes the effect of multipath interference on the receiver’s
delay-locked loop (DLL) and is function of the subcarrier
interval, the DLL correlator spacing, the number of subcarrier
symbols in the LTE pilot signal, the signal power due to
antenna gain and implementation loss, and the normalized
symbol timing error. As one can expect, in the presense
of significant multipath, this error component gets larger
values, therefore, its contribution to the measurement noise
gets larger. This effect can be characterized by increasing the
ratio between the SOP measurement noise (which has been
corrupted by multipath) and GPS measurement noise. In fact,
inflating the measurement noise variance to account for mul-
tipath is a well-known technique in the multipath mitigation
approaches that has been proposed in the literature [78], [79].
Accordingly, it is proposed that the induced bias can be char-
acterized by adding an inflation term to the SOP measurement
error. This inflation factor can be formulated as μmultipath �
σ 2

SOP/σ 2
GPS. To evaluate the effect of incorporating SOPs in

multipath environment, the analysis presented in Section V
was performed by swiping the inflation factor μmultipath from
0.5 to 10. The results are shown in Fig. 13, where the expected
reduction by incorporating one SOP is plotted, considering dif-
ferent values for μmultipath and different number of pre-existing
GPS satellites. From this figure, it can be seen that the VPL
and HPL reduction does not change significantly by increasing
μmultipath, especially for the cases where 8 or more satellites
are available in the environment. It is important to mention
that this analysis does not aim at formulating SOP multipath,
which has been already formulated in (3). In contrast, this
analysis aim at evaluating the impact of SOP multipath on
the expected reduction in the VPL via the proposed method.
Therefore, from Fig. 13, it can be concluded that even in
the multipath environments, introducing the SOP transmitter
will reduce the PLs. It is evident from this figure that when
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Fig. 14. Experimental hardware setup and the traversed trajectory along with
the position of cellular LTE SOP towers.

multipath is high, this reduction is less. However, even in
multipath environments, incorporating SOP transmitters will
not negatively contribute in VPL calculations.

VII. EXPERIMENTAL RESULTS

This section describes the experimental hardware setup and
presents the results demonstrating the proposed GNSS-SOP
framework for UAV PL reduction.

A. Hardware Setup
A DJI Matrice 600 drone was equipped with a National

Instrument (NI) universal software radio peripheral (USRP)-
2955 to sample LTE signals at four different carrier fre-
quencies. For this experiment, LTE carrier frequencies 1955,
2145, 2125, and 739 MHz were used, which are allocated to
USA operators AT&T, T-Mobile, and Verizon. The sampling
rate was set to 10 MSps and the sampled LTE signals were
recorded on a laptop. The UAV was also equipped with a
Septentrio AsteRx-i V integrated GNSS-IMU sensor [80].
Over the course of the experiment, the ground-truth trajectory
of the UAV was obtained from this integrated GNSS-IMU
navigation system, while the raw GPS measurements were
used to estimate the receiver’s position via the framework pre-
sented in Section III and to calculate the PL via the approach
presented in Section V. Septentrio’s post-processing software
development kit (PP-SDK) was used to process carrier phase
observables collected by the AsteRx-i V and by a nearby
differential GPS base station to obtain a carrier phase-based
navigation solution. This integrated GNSS-IMU real-time
kinematic (RTK) system was used to produce the ground-truth
results with which the proposed navigation framework was
compared. Fig. 14 shows the experimental hardware setup,
the environmental layout of the experiment, the location of
the SOP towers, and the ground truth.

Over the course of the experiment, the receiver traversed a
trajectory of 823 m over 240 s, while listening to 11 cellular
LTE SOP towers. The locations of the towers in the environ-
ment were mapped before the experiment. The towers’ cell

TABLE V
SOP TOWERS’ CHARACTERISTICS

Fig. 15. (a) LTE pseudorange (solid lines) and true range (dashed lines)
variations for towers 1 through 11 (different colors correspond to different
towers). (b) Empirical cdf and the overbound cdf of the LTE pseudoranges
for towers 1 through 11.

IDs and their corresponding carrier frequencies are presented
in Table V.

The sampled LTE signals were processed offline using
the proposed LTE SDR in [23], which was developed in
MATLAB. The resulting measurements were used to esti-
mate the receiver’s location using the proposed navigation
framework.

B. Experimental Results
1) Measurements: Fig. 15 (a) shows LTE pseudorange

(solid lines) and true range (dashed lines) variations and
Fig. 15 (b) shows the empirical cdf of the LTE pseudorange
measurement errors. The overbound cdf obtained from the
DeCleene’ method [63] are overlayed on this plot. The pseudo-
range measurement errors were obtained by subtracting the
pseudorange measurement from the true range measurement,
i.e., zSOPn (k) − ∥∥rr (k) − rSOPn (k)

∥∥
2
, for n = 1, . . . , 11. The

true ranges are known from the knowledge of the transmit-
ters’ location and receiver’s ground truth position, which was
obtained from the integrated GNSS-IMU RTK system. The
standard deviations of the pseudoranges for towers 1 through
11 were calculated to be 0.95, 1.54, 0.8, 1.72, 1.03, 1.74,
1.30, 1.78, 1.43, 0.86, and 1.28 m, respectively. It is worth
noting that one cannot fairly compare the results of these
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TABLE VI
COMPARISON BETWEEN NAVIGATION SOLUTION PERFORMANCE

measurements with each other since the received signals from
these towers have experienced different carrier-to-noise ratio
and multipath conditions.
2) Adding SOPs in the GPS-Based Navigation System:

The UAV flew for 240 s, while collecting LTE signals from
11 LTE towers in the environment. The stored LTE signals
were then processed by the LTE module of the MATRIX SDR
to produce LTE SOP pseudoranges, which were then fused
with raw GPS pseudorange measurements obtained from the
Septentrio receiver to produce the navigation solution along
with the corresponding VPL and HPL. Two sets of results
were produced to evaluate the impact of SOP measurements
on navigation and on PL: (i) a navigation solution and MHSS
RAIM-based PL measures using GPS measurements only
and (ii) a navigation solution and MHSS RAIM-based PL
using GPS and cellular SOP measurements. The 2-D and 3-D
position root-mean squared errors (RMSEs) and the vertical
position error (VPE) are tabulated in Table VI for both
navigation solutions: GPS-only and GPS-SOP. As it can been
from Table VI, incorporating the proposed method reduced
the VPL and HPL by 56.91% and 82.37%, respectively.
However, comparing the VPLs of GPS-only and GPS-SOP
systems alone could be an incomplete comparison as these
systems operate on different measurement sets. To address this
concern, the gaps between VPL and VPE (i.e., VPL-VPE)
is also considered. According to Table VI, the gap between
VPL and VPE in GPS-only system is 24.13 m, while the gap
between VPL and VPE in GPS-SOP system is 8.55 m. This
indicates that the proposed approach was able to provide the
navigation system with a tighter vertical bound. As can be seen
from Table VI, incorporating SOPs resulted more reduction
in the HPL, compared to the VPL. This happened based on
the geometric distribution of the satellites in this experiment.
The change in the satellites’ geometric configuration will result
in different reduction rates in HPL and VPL.

Fig. 16 (a) illustrates the GPS satellites’ sky plot over Aliso
Viejo, California, USA at time 4:40 pm, coordinated universal
time (UTC), on June 16, 2019. The elevation and azimuth
angles of GPS satellites were computed using GPS ephemeris
files extracted from the recorded RINEX file. Fig. 16 (b) illus-
trates the sky plot for both GPS and SOP transmitters. The
red region in Fig. 16 (a)–(b) corresponds to negative elevation
angles, at which the SOPs’ measurements were received. For

Fig. 16. Sky plot of GPS satellites and SOP towers over Aliso Viejo,
California, USA at 4:40 pm, coordinated universal time (UTC), June 16,
2019. The sky plot shows elevation and azimuth angles of transmitters. The
red region corresponds to the negative elevation angles, at which the SOPs’
measurements were received. (a) GPS satellites. (b) GPS satellites and SOP
towers.

Fig. 17. Comparison between GPS-only and GPS-SOP frameworks. It is
evident that incorporating the SOP signals significantly reduces the PLs.

a comparative analysis, the results achieved by the proposed
framework is compared to the results achieved by the GBAS
framework presented in [53], where it was shown that the
VPL and HPL are reduced by 57% and 65%, respectively,
when GBAS corrections were used. While the VPL reduction
obtained from GBAS is comparable with that obtained from
SOPs, the HPL reduction obtained with SOPs is larger than
GBAS. Moreover, SOP towers are more abundant than GBAS
infrastructure, and SOPs are not limited to airport vicinities;
hence, and UAVs navigating in urban environments could
benefit from SOPs’ transmitted signals.

Fig. 17 (a)–(b) shows the calculated PLs without and with
incorporating the SOP signals, respectively.
3) Adding SOPs in the GNSS-Based Navigation System:

Next, the impact of adding SOPs in the GNSS-based naviga-
tion framework was evaluated. To this end, the experimental
results were extended to account for both GPS and GLONASS
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Fig. 18. Sky plot of GNSS satellites and SOP towers over Aliso Viejo,
California, USA. (a) GNSS satellites. (b) GNSS satellites and SOP towers.

Fig. 19. Comparison between the PLs of (a) GNSS-only and (b) GNSS-SOP
frameworks.

satellites. The GLONASS satellites’ Keplerian elements para-
meterizing the orbits were extracted from the navigation
RINEX file produced by the Septentrio receiver. Similarly,
the GLONASS pseudorange measurements were extracted
from the observation RINEX file. Fig. 18 (a) illustrates the
GPS and GLONASS satellites’ sky plot, while Fig. 18 (b) illus-
trates the sky plot for the GPS, GLONASS, and SOP trans-
mitters. Fig. 19 (a) and Fig. 19 (b) shows the calculated VPL
and HPL using GNSS measurements and using GNSS plus
SOP measurements, respectively.

The VPL of the GNSS-only navigation solution was
21.46 m, while the VPL of the proposed GNSS-SOP
was 8.84 m. The HPL of the GNSS-only navigation solu-
tion was 17.75 m, while the HPL of the proposed GNSS-SOP
was 4.51 m. Hence, incorporating the developed framework in
this paper reduced the VPL and HPL by 58.8% and 74.6%,
respectively. Note that the GNSS-SOP HPL is larger than the
GPS-SOP HPL. This could be due to the increased dimension-
ality of the RAIM algorithm by adding more measurements.

More importantly, adding SOPs to GPS only and GNSS
improves their respective performances.

VIII. CONCLUSION

This paper developed a method for reducing the VPL
and HPL for a UAV by incorporating SOP measurements
into both GPS-based and GNSS-based navigation systems.
First, the statistics of cellular SOP measurement errors were
characterized from extensive data collected over the past few
years in different environments and from different providers,
transmitting at different frequencies and bandwidths. Then,
It was demonstrated that the VPL of the GNSS-only solution
can be reduced by exploiting the inherently small elevation
angles of terrestrial SOPs and the HPL can be reduced by
exploiting the SOPs’ well-spaced azimuth angles. The impact
of common SOP measurement errors were evaluated, including
clock bias and multipath errors. Finally, a real-world exper-
imental test over a total traversed trajectory of 823 m was
performed to validate the efficacy of the proposed framework.
Results showed that introducing the SOP measurements into
GPS and GNSS navigation systems reduced VPL by 56.9%
and 58.8%, respectively, while the HPL was reduced by
82.4% and 74.6%, respectively. It is important to note that
the GNSS satellite configuration benefits from more favorable
geometry, compared to GPS-only satellite configuration. As a
result, it is harder to improve the GNSS-geometry further
by incorporating SOPs, compared to improving the GPS-only
geometry. Nevertheless, as shown in the paper, incorporating
SOPs reduces the HPL and VPL for both GPS-only and
GNSS-only. Although it was shown that incorporating SOPs
can improve both navigation accuracy and reduce the PL,
the lack of commitment from SOP providers can be considered
as a drawback of the proposed approach, which could be the
subject of future work.
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Abstract—An interacting multiple-model (IMM) estimator is
developed to adaptively estimate the process noise covariance of
low Earth orbit (LEO) satellite clocks for improved positioning.
Experimental results are presented showing a stationary ground
receiver localizing itself with carrier phase measurements from
a single Orbcomm LEO satellite. The developed IMM is shown
to reduce the localization error and improve filter consistency
over two fixed mismatched extended Kalman filters (EKFs).
Starting with an initial receiver position error of 1.45 km, the
IMM yielded a final error of 111.26 m, while the errors of a
conservative and optimistic EKFs converged to 254.71 m and
429.35 m, respectively.
Index Terms—IMM, navigation, signals of opportunity, low

Earth orbit satellites, adaptive estimation.

I. INTRODUCTION

Opportunistic navigation has gained significant attention in
recent years to overcome the limitations of global navigation
satellite systems (GNSS). This paradigm aims to exploit
ambient signals of opportunity (SOPs) in the environment [1],
[2]. Various generations of terrestrial cellular signals (3G code-
division multiple-access (CDMA), 4G long-term evolution
(LTE), and 5G [3]–[6]), have shown the potential of meter-
level level accuracy on ground and aerial vehicles [7]–[9]. As
for space-based SOPs, low Earth orbit (LEO) space vehicles
(SVs) have received significant attention recently, as they
could revolutionize satellite-based navigation [10]–[17].

LEO SVs’ inherent characteristics make them desirable for
navigation. First, LEO SVs are abundant, with around 3,800
active SVs in orbit. The number of LEO SVs is projected
to increase dramatically over this decade due to the launch
of so-called megaconstellations (e.g., Starlink, Kuiper, etc.)
[18]. Second, LEO SVs’ configuration relative to a receiver
anywhere on Earth yields a low geometric dilution of precision
(GDOP), which improves navigation accuracy [19]. Third,
LEO SVs transmit in a wide range of frequency bands (e.g.,
Orbcomm SVs transmit in the very-high frequency band,
while Starlink SVs transmit in the Ku-band), which reduces
vulnerability to interference. Fourth, LEO SVs are around
twenty times closer to Earth than GNSS SVs, which reside
in medium Earth orbit (MEO), making the power of received
LEO signals up to 2,400 times more powerful than GNSS [20].

However, there are two main challenges to opportunistic
navigation using LEO SVs. First, the proprietary signals
transmitted by LEO SVs are partially known. This issue can
be tackled with the design of specialized receivers that lever-
age the periodic signals with favorable correlation properties

transmitted by the LEO SVs [21], [22]. Even when LEO
signals are unknown, cognitive signal processing approaches
have been shown to yield useful navigation observables [23],
[24]. Second, unlike GNSS SVs, LEO SVs generally do
not openly transmit information about their ephemeris and
clock error states in their downlink signals. On one hand,
among the most accurate publicly available information on
ephemerides are two-line element (TLE) file, published and
updated periodically by the North American Aerospace De-
fense Command (NORAD) [25]. These TLE files consist of
a set of mean Keplerian elements at a specified epoch that
an analytical Simplified General Perturbation (SGP4) model
[26] can propagate to any inquiry time. TLEs, however, suffer
from errors of a few kilometers at epoch and this error grows
throughout propagation. On the other hand, the quality of
oscillators onboard LEO SVs is generally unknown and no
information is available on the degree of synchronicity of
clocks across the constellation network.

As such, LEO SVs’ states are uncertain at best (ephemeris)
or completely unknown (clock errors). One approach to deal
with this is via the simultaneous tracking and navigation
(STAN) framework, which estimates the SVs’ states simulta-
neously with the receiver’s states [11], [27]. Another approach
was proposed in [28], in which LEO SVs’ position and
velocity process noise was estimated by a receiver, which
tracked the LEO SVs by utilizing pseudorange and/or Doppler
measurements from LEO SVs’ signals.

This paper focuses on the challenge of estimating the
process noise covariance of unknown LEO SVs’ clocks. Prior
work in the context of mapping unknown cellular towers
with a mobile ground-based receiver has demonstrated that
adaptive estimation of terrestrial SOP clocks improves the
estimation performance [29]. This paper considers a “dual”
problem in which a stationary receiver localizes itself from
signals transmitted by a single LEO SV, while adaptively
estimating the unknown clock of the SV. To this end, an
interacting multiple-model (IMM) estimator, which uses a
bank of extended Kalman filters (EKFs), is developed. IMMs
have shown tremendous potential in a variety of applications
[30], [31] and have been “adapted” to estimating process and
measurement noise statistics [32].

The rest of the paper is organized as follows. Section II
presents the clock dynamics and measurement models. Section
III details the estimation framework to adaptively localize
a stationary receiver using LEO SVs. Section IV presents



experimental results. Section V gives concluding remarks.

II. MODEL DESCRIPTION

A. Clock Dynamics Model
The receiver and LEO SV clock error states are modeled

according to the standard double integrator model with bias
δt and drift δ̇t, which evolve according to

ẋclk(t) = Aclk xclk(t) + w̃clk(t), (1)

xclk =

[

δt

δ̇t

]

, w̃clk =

[

w̃δt

w̃δ̇t

]

, Aclk =

[

0 1
0 0

]

,

where w̃δt and w̃δ̇t are zero-mean, mutually independent white
noise processes with power spectral density Sw̃δt

and Sw̃
δ̇t

,
respectively. These power spectra Sw̃δt

and Sw̃
δ̇t

can be related
to the power-law coefficients {hα}

2

α=−2, which have been
shown through laboratory experiments to be adequate to char-
acterize the power spectral density of the fractional frequency
deviation y(t) of an oscillator from nominal frequency, which
takes the form Sy(f) =

∑2

α=−2 hαf
α [33]. It is common

to approximate the clock error dynamics by considering only
the frequency random walk coefficient h−2 and the white
frequency coefficient h0, which lead to Sw̃δt

≈
h0

2
and

Sw̃
δ̇t
≈ 2π2h−2 [34].

Discretizing (1) at a constant sampling period T yields

xclk (k + 1) = Fclk xclk(k) +wclk(k), k = 0, 1, 2, . . . (2)

where wclk is a zero-mean white noise sequence with covari-
ance Qclk

Qclk=

[

Sw̃δt
T+Sw̃

δ̇t

T 3

3
Sw̃

δ̇t

T 2

2

Sw̃
δ̇t

T 2

2
Sw̃

δ̇t
T

]

, Fclk=

[

1 T
0 1

]

. (3)

B. Carrier Phase Measurement Model
The receiver opportunistically extracts carrier phase navi-

gation observables from the LEO SV signals. These carrier
phase measurements between the receiver and the mth LEO
SV at time-step k corresponding to time tk = t0 + kT for
some initial time t0 are modeled according to

zm(k) = ‖rr(k)− rsvm
(k′)‖2 + c [δtr(k)− δtsvm

(k′)]

+ λmNm + cδttropo
m
(k) + cδtionom(k) + vm(k), (4)

where k′ is the time-step corresponding to tk′ = tk − δTOF

with δTOF being the true time-of-flight of the signal from the
mth LEO SV to the receiver; rr , [xr , yr, zr]

T and rsvm
,

[xsvm
, ysvm

, zsvm
]
T are the receiver’s and mth LEO SV’s 3-D

position, respectively, expressed in the Earth-centered, Earth-
fixed (ECEF) reference frame; c is the speed of light; δtr and
δtsvm

are the receiver’s and the mth LEO SV’s clock bias,
respectively; λm is the mth LEO SV’s carrier wavelength; Nm

is the mth LEO SV’s carrier phase ambiguity; δttropo
m

and
δtionom are the tropospheric and ionospheric delays associated
with the mth LEO SV’s signals, respectively; and vm(k) is the
measurement noise, which is modeled as a zero-mean white
Gaussian sequence with variance σ2

m(k).

Assuming no cycle slip occurs when the receiver tracks the
carrier phase (i.e., the carrier phase ambiguity remains con-
stant), the difference between the receiver and the mth LEO
SV range-equivalent clock biases and the range-equivalent car-
rier phase ambiguity are lumped into a single term c∆δtm(k),
simplifying the carrier phase measurement model to

zm(k) = ‖rr(k)− rsvm
(k′)‖2 + c∆δtm(k)

+ cδttropo
m
(k) + cδtionom(k) + vm(k), (5)

c∆δtm(k) , c [δtr(k)− δtsvm
(k′)] + λmNm. (6)

III. ADAPTIVE ESTIMATION FRAMEWORK

In multiple-model (MM) estimation, a bank of filters, tra-
ditionally Kalman filters (KFs), run in parallel, with each
filter in the bank matched to a mode. The output of the MM
estimator is obtained by weighing each filter’s estimate by their
respective innovation likelihood [34]. For systems modeled
with Markovian switching probabilities between modes, the
computational cost of the exhaustive MM estimator, which
keeps track of all mode combinations, grows exponentially
with time. Several sub-optimal filters such as the generalized
pseudo-Bayesian (GPB) algorithms have been developed to
remedy this issue by considering the one-step time history
for GPB1 (r hypotheses) and two-step time history for GPB2
(r2 hypotheses), where r is the number of modes [34]. The
interacting multiple-model (IMM) was developed to allow for
a two-step history processing using only r filters running in
parallel via a mixing stage that computes the initial condition
fed to each filter. As a result, the IMM, which has the
computational cost of GPB1 but with comparable performance
to GPB2, offers a tradeoff between complexity and adaptation
capability [35], and is selected as the adaptive filter used in
this study.

A single cycle of the IMM for r modes is depicted
in Fig. 1, with the following notational definitions:
r Number of filters
i {1, . . . , r} ∈ N

x̂
i(k − 1|k − 1) State estimate of filter i

Pi(k − 1|k − 1) Estimation error covariance of filter i
M(k − 1|k − 1) Mixing probability matrix
x̂
0i(k − 1|k − 1) Mixed initial condition matched to filter i

P0i(k − 1|k − 1) Estimation error covariance associated
with x̂

0i(k − 1|k − 1)

z(k) Measurement
Λi(k) Innovation likelihood of filter i
x̂
i(k|k) Updated state estimate of filter i

Pi(k|k) Updated estimation error covariance of
filter i

π Mode transition probability matrix
µ(k) Mode probability vector
x̂(k|k) Combined state estimate
P(k|k) Combined estimation error covariance



Filter
M1

x̂
1(k−1|k−1),P1(k−1|k−1)

z(k) Λ1(k)

x̂
1(k|k),P1(k|k)

Mode Probability

Update

Mixing Probability
Λ1(k)

Λr(k)

Filter
Mr

z(k) Λr(k)

x̂
r(k|k),Pr(k|k)

State Estimate

and Covariance

Combination

x̂
1(k|k),P1(k|k)

x̂
r(k|k),Pr(k|k)

µ(k)

x̂(k|k),P(k|k)

µ(k−1)

x̂
r(k−1|k−1),Pr(k−1|k−1)

Interaction/Mixing

x̂
01(k−1|k−1),P01(k−1|k−1) x̂

0r(k−1|k−1),P0r(k−1|k−1)

Calculation and

π

µ(k)

M(k|k)

M(k−1|k−1)

Fig. 1. A single cycle of the IMM filter with r modes.

The IMM algorithm consists of the four following stages,
shown in Fig. 1, repeated recursively:

Interaction/mixing: This stage calculates the initial condi-
tions x̂0i(k−1|k−1) and P0i(k−1|k−1) fed to each filter
in the bank by combining x̂

i(k−1|k−1) and Pi(k−1|k−1)
using the mixing probability matrix M(k−1|k−1).

Mode-matched filtering: This stages performs a regular KF
update (prediction and correction), for each KF in the
bank, where each filter is matched to a particular mode.
It also calculates the innovation likelihood of each filter.

Mixing probability and mode probability update:
This stage computes the mixing probability matrix
and updates the mode probability vector, based on the
innovation likelihood of each filter in the bank.

State estimate and covariance combination: This stage
combines the state estimates and estimation error
covariances from the individual filters by weighting
x̂
i(k|k) and Pi(k|k) by their respective mode

probabilities from µ(k).

In this study, an IMM adaptive filter is implemented to
estimate the clock error states’ process noise covariance online
to improve the positioning of an unknown receiver.

The process noise covariance of the clock error states
depends on the corresponding oscillator stability. The quality
of oscillators vary widely between temperature-compensated
crystal oscillator (TCXO), oven-controlled crystal oscillator
(OCXO), and chip-scale atomic clock (CSAC). The discrete-
time process noise covariance for clock error states is readily
calculated from (3), where the power spectral densities Sw̃δt

and Sw̃
δ̇t

depend on the power-law coefficients associated

with the oscillator stability. Table I summarizes the power-law
coefficients of various clock qualities.

The process noise covariance Q associated with the range-
equivalent lumped term (6) only depends on the receiver’s and
LEO SV’s stochastic clock error states as the range-equivalent
carrier phase ambiguity is deterministic, and is given by

Q = c2 [Qclkr
+Qclksv

] , (7)

where Qclkr and Qclksv
are computed from (3) by using the

receiver’s and LEO SV’s oscillator power spectra, respectively.

TABLE I
CLOCK QUALITY POWER-LAW COEFFICIENT VALUES.

Quality Coefficients
{

h0, h−2

}

Worst TCXO
{

2.0× 10−19
, 2.0× 10−20

}

Typical TCXO
{

9.4× 10
−20

, 3.8× 10
−21

}

Typical OCXO
{

8.0× 10−20
, 4.0× 10−23

}

Best OCXO
{

2.6× 10−22
, 4.0× 10−26

}

CSAC
{

7.2× 10
−21

, 2.7× 10
−27

}

IV. EXPERIMENTAL RESULTS

To demonstrate the improvements in receiver positioning
accuracy and filter consistency, achieved via the adaptation
in the IMM over mismatched EKFs, Orbcomm SV signals
were collected by a stationary receiver. Orbcomm was chosen
for this experiment since its SVs openly transmit ephemeris
information in their downlink signals [36]. The ephemeris data
was decoded by the receiver and used in the estimators as the
SV’s ground truth trajectory.

A. Experimental Setup and Filter Parameters
A VHF quadrifilar helix antenna was connected to an Ettus

E312 Universal Software Radio Peripheral (USRP) disciplined
by a NI CDA-2990 OctoClock to sample Orbcomm LEO SV
signals at 137-138 MHz at a sampling rate of 2.4 MSps.

An IMM estimator and two fixed mismatched EKFs were
implemented to estimate the receiver’s position and the lumped
term (6) and its rate of change. It is assumed that the receiver
has knowledge of its height (e.g., through altimeter measure-
ments) so that the filters effectively estimate the receiver’s
planar two-dimensional position in a local North-East-Down
(NED) frame.

It is hypothesized that the receiver’s clock quality lies
between a worst TCXO and a best OCXO and that the
LEO SV’s clock quality lies between a typical TCXO and
a CSAC. As a result, the IMM filter runs r = 4 different
modes, one for each possible combination of receiver-LEO
SV clock quality. The IMM filter is initialized with µi(0) =
1/r, i = 1, . . . , r as no prior is available on the oscillators’
stability and the Markovian mode transition matrix is given

by πij =

{

1− p, if i = j = 1, . . . , r

p/(r − 1), if i 6= j
where p is the probability of transition to another mode, which
is set to 10−4.



The IMM’s performance is also compared to that of two
mismatched EKFs: a conservative filter which overbounds Q

by assuming a receiver-LEO SV joint clock quality equivalent
to a worst TCXO-typical TCXO pair and an optimistic filter
which underestimates Q by assuming a receiver-LEO SV joint
clock quality equivalent to a typical OCXO-best OCXO pair.

B. Experimental Results
The USRP sampled downlink signals from Orbcomm

FM116 SV for around 4.5 minutes. Carrier phase navigation
observables were opportunistically extracted by the receiver
and were corrected for tropospheric and ionospheric delays
using standard models [37]. The measurement noise variance
was time-varying and was calculated based on the LEO SV’s
elevation angle. All filters were initialized with the same initial
receiver position estimate, drawn from a Gaussian distribution
with the mean being the true receiver’s location and a variance
of 106 m2 in the North and East directions as seen in Fig. 2.
The initial receiver position error was 1.45 km.

Fig. 2 and Table II summarize the receiver localization
performance of the IMM and the two fixed EKFs. The
following observations can be drawn from these results. First,
the IMM yielded better localization performance than the two
mismatched EKFs by decreasing the initial positioning error
from 1.45 km to 111.26 m versus 254.71 m and 429.35
m for the conservative and optimistic EKFs, respectively.
Second, the IMM’s covariance captures well the uncertainty
in the positioning error whereas the uncertainty for the EKF
overbounding Q is too conservative and the uncertainty for
the EKF underestimating Q is too optimistic. The above
observations can be explained by the fact that mismatched
process noise covariances lead to less accurate estimates and
filter inconsistency or even divergence as in the case of the
optimistic EKF [29]. The adaptation capability of the IMM
filter addresses the unknown process noise covariance by
estimating it online along the receiver position states. Third,
the uncertainty ellipses of all three filters are elongated in the
same direction as can be seen in Fig. 2(a). This is explained
by the motion of the LEO SV relative to the receiver: more
information is available in the direction parallel to the LEO
SV’s motion, resulting in more uncertainty (i.e., elongated
covariance ellipses) in the direction orthogonal to the LEO
SV’s trajectory depicted in the skyplot of Fig. 2(b).

Fig. 3 shows the time evolution of the IMM mode probabil-
ities and suggests that the combined receiver-LEO SV clocks
have comparable stability to a typical TCXO-best OCXO
oscillator pair.

If a cycle slip occurs in the carrier phase observables, a
sharp step equal to the number of cycles slipped multiplied
by the carrier wavelength is suddenly introduced in the time
evolution of the lumped term (6). This step will act as a
disturbance to any filter estimating (6). It is expected that
after the transient period following the cycle slip disturbance,
the IMM mode probabilities converge back to the values that
correctly characterize the clock error states’ process noise
covariance.
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Fig. 2. (a) Experimental results showing true receiver position (green) along
with estimates and corresponding 95th-percentile uncertainty ellipses: (i) red:
initial estimate, (ii) yellow: conservative EKF, (iii) purple: optimistic EKF, and
(iv) blue: IMM. (b) Skyplot of Orbcomm FM116 SV’s trajectory relative to
the receiver. (c) Zoomed view on the localization performance of different
filters. Map data: Google Earth.
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TABLE II
COMPARISON OF IMM VERSUS MISMATCHED FIXED EKFS.

Adaptive IMM Conservative EKF Optimistic EKF
Final error (m) 111.26 254.71 429.35

V. CONCLUSION

This paper developed an IMM estimator to localize a
receiver using carrier phase measurements extracted from a
single LEO SV’s signals. The IMM adaptively estimated the
process noise covariance of the combined receiver-LEO SV
clock error states. The accuracy and consistency advantages of



the IMM adaptation were showcased experimentally against
two fixed mismatched EKFs. The IMM reduced the initial
receiver position error from 1.45 km to 111.26 m, while a
conservative EKF yielded a final error of 254.71 m and an
optimistic EKF diverged to an error of 429.35 m.
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ABSTRACT

Cellular fifth-generation (5G) signals are assessed for opportunistic navigation. A carrier-aided code-based software-
defined receiver (SDR) is presented, which produces navigation observables from received downlink 5G signals.
These observables are analyzed to assess the performance of 5G signals for opportunistic navigation. Experimental
results are presented of a ground vehicle navigating with the 5G SDR while receiving signals from two 5G base
stations (known as gNBs). It is shown that over a trajectory of 1.02 km traversed in 100 seconds, the position root
mean-squared error (RMSE) was 14.9 m.

I. INTRODUCTION

Over the past few years, the third-generation partnership project (3GPP) has been developing the fifth-generation
(5G) (also known as new radio (NR)) as the next wireless communication system [1, 2]. 5G provides faster data
transfer speeds, lower latency, higher capacity, lower transmission power, and network slicing over the previous
fourth-generation cellular system, also known as long-term evolution (LTE). These features allow 5G to play a major
role in autonomous technologies. For example, autonomous vehicles involve enormous quantity of data collection,
processing, and communication. This data includes navigation trajectory, traffic information, and surrounding
vehicles and obstacles. 5G could revolutionize autonomous vehicle’s capabilities, from data sharing to navigation
and situational awareness. This paper focuses on assessing the potential of 5G signals for opportunistic navigation.

Recent research has considered the use of signals of opportunity (SOPs) as complementary and alternative navigation
sources in global navigation satellite systems (GNSS)-challenged environments. SOPs are signals not intended for
navigation purposes; however; can be exploited for navigation, such as AM/FM [3–5], Wi-Fi [6–8], digital television
[9–11] , low earth orbit (LEO) [12–14], and cellular [15–17]. Cellular signals, namely code-division multiple access
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(CDMA) and LTE, have shown high ranging and localization accuracy using specialized software-defined receivers
(SDRs) [18–22]. The performance of these SDRs have been evaluated with different navigation frameworks, both
indoors [23–25] and outdoors [26–28], where experimental results demonstrated meter-level accuracy positioning
accuracy on ground-mounted receivers with LTE and CDMA signals [29–31] and sub-meter-level positioning accuracy
on aerial vehicle-mounted receivers with real LTE and CDMA signals [32, 33].

The cellular 5G system will be the first system to coexist with the previous system, LTE. The 5G system deploys
a structure that is similar to the one deployed for LTE, where both systems use orthogonal frequency division
multiplexing (OFDM) for downlink transmission. The 5G system is very attractive by design for navigation purposes
due to its following qualities:

• High carrier frequencies: 5G is designed to transmit at two main frequency ranges (FRs): (i) FR1, which spans
frequencies from 450 MHz to 6 GHz and (ii) FR2, which spans frequencies from 24.25 to 52.6 GHz [34]. High carrier
frequencies yield precise carrier phase navigation observables and reduce multipath effect due to high path signal
loss, especially for FR2.

• Abundance: the 5G design tackles the problem of high signal path loss of millimeter waves (mmWaves) by
using beamforming techniques and small cells, which makes the 5G base stations (also known as gNodeBs (gNB))
ubiquitous.

• Geometric diversity: cellular towers have favorable geometry by construction of the cells to provide better
coverage.

• Large bandwidth: While a single LTE signal has a bandwidth up to 20 MHz, a single 5G signal has a bandwidth
up to 100 MHz and 400 MHz bandwidth for FR1 and FR2, respectively. This makes it less susceptible to multipath
errors, i.e., it can differentiate multipath components with shorter delays from the line-of-sight (LOS) signal.

• High received power: the received carrier-to-noise-ratio C/N0 of cellular signals from nearby cellular towers is
more than 20 dB-Hz higher than global position system (GPS) signals.

The positioning capabilities of 5G has been studied over the past few years. Different approaches have been proposed,
in which direction-of-arrival (DOA), direction-of-departure (DOD), time-of-arrival (TOA), or a combination thereof
were used to achieve accurate positioning from 5G signals. In [35], the authors investigated the positioning perfor-
mance of six different 5G impulse radio waveforms, where 5G had no generally accepted waveform at the time. The
performance analysis showed the capability of mmWaves in achieving sub-meter level accuracy, where the best per-
formance was achieved when using Guassian raised-cosine, Guassian pulse, and Sinc-RCP impulse radio waveforms.
The capability of massive multiple-input-multiple-output (mMIMO) systems in providing very accurate localization
when relying on DOA was studied in [36]. The paper addressed the limitation of DOA in mMIMO systems in the
presence of multipath by proposing a compressed sensing navigation framework and relied on the channel properties
to distinguish LOS from multipath components. The proposed algorithm showed sub-meter accuracy in simulation.
Another approach to reduce 5G small cell interference and multipath effect in angular localization methods by com-
bining near-field and far-field effects was proposed in [37]. Simulation results showed that the proposed approach
improved the angular resolution by orders of magnitude. In [38], a GNSS/5G integrated positioning framework
based on a particle filter was proposed, in which device-to-device (D2D) range and angle measurements were utilized
between mobile terminals (MTs). An experiment was performed assuming real GNSS data and emulated 5G D2D
data, where the integrated system reduced the GNSS position root mean-squared error (RMSE) from around 5 m to
2-3 m, assuming 10 MTs. In [39], a network-based positioning framework using joint TOA and DOA was proposed
using cascaded extended Kalman filters (EKFs). The proposed framework considered the clock biases between the
user equipment (UE) and the gNBs, and among the gNBs themselves. The framework was evaluated by simulat-
ing a real 5G scenario using three-dimensional (3-D) ray tracing, where sub-meter-level positioning accuracy was
demonstrated.

All the aforementioned were limited to theoretical analyses, simulations, or laboratory-emulated 5G signals. This is
due to:

• The structure of 5G signals has been recently finalized.
• 5G has been implemented only in a few major cities.
• The hardware limitation for both reception and transmission 5G systems, where mmWaves systems are still in

development.
• The proposed navigation approaches require a network-based approach, in which the user’s privacy is revealed



for the network. This also limits the UE to a single serving cellular provider, which limits the number of gNBs in
sight.

This paper tackles the aforementioned challenges by

• Studying opportunistic navigation of 5G signals and presenting potential signals to be exploited for navigation
purposes.

• Presenting an SDR to extract navigation observables from 5G signals
• Implementing a navigation framework using an EKF to estimate the receiver’s position, along with the clock

biases of the receiver and gNBs from extracted 5G navigation observables.
• Performing the first experimental demonstration of navigation with real cellular 5G signals.

The remainder of the paper is organized as follows. Section II discusses the 5G received signal structure and the
potential reference signals for opportunistic navigation. Section III presents the carrier-aided code-based 5G receiver-
design. Section IV proposes a 5G navigation framework. Section V validates the performance of the proposed
navigation framework in a suburban environment over a 1.02 km trajectory traversed in 100 seconds. The achieved
two-dimensional (2-D) RMSE is shown to be 14.93 m, while listening to two gNBs. Concluding remarks are given in
Section VI.

II. 5G SIGNAL STRUCTURE

OFDM with cyclic prefix (CP) is used as a modulation technique for 5G downlink signals, which is the same waveform
LTE has adopted for its downlink signal. This paper discusses an opportunistic UE-based navigation approach; thus,
only 5G downlink signal structure is discussed. In OFDM, a multi-carrier transmission scheme is used, where
transmitted data symbols are mapped into multiple narrowband subcarriers in the frequency-domain, which reduces
frequency selective fading effect caused by multipath. The serial data symbols {S1, · · · , SNr

} are parallelized in
group symbols, each of length Nr, where Nr is the number of subcarriers carrying the data. Then, a guard band in
the frequency-domain is applied by zero-padding both sides of the signal and extending the Nr subcarriers into Nc

subcarriers. At this step, an inverse fast Fourier transform (IFFT) is taken, and the last LCP elements are repeated
in the beginning, which serves as a guard band in the time-domain to protect the OFDM signals from inter-symbol
interference (ISI).

At the receiver, the transmitted symbols are demodulated by executing the aforementioned steps in reverse order.
The obtained OFDM signals are arranged in a 2-D frame. The structure of this frame depends on the transmission
type of the 5G signal, which can be either time division duplexing (TDD) or frequency division duplexing (FDD).
This paper will use 5G signals from FR1, where most cellular providers are using FDD due to its superior performance
in providing better coverage and less latency.

Compared to LTE numerology (i.e., subcarrier spacing (SCS) and symbol length), which supports only one type of
subcarrier spacing, ∆f = 15 kHz, 5G supports different types of subcarrier spacing. Fig. 1 shows the different types,
where µ denotes the numerology.

The duration of the FDD 5G frame is

Tf =
∆fmaxNf

100
· Tc = 10ms,

where, ∆fmax = 480 kHz, Nf = 4096, and Tc = 1
∆f

max
Nf

= 0.509 ns is the basic time unit for 5G. Each 5G frame

consists of ten subframes, with duration 1 ms each. The number of OFDM symbols per subframe is N subframe,µ
symb =

N slot
symbN

subframe,µ
slot . The frame is divided into two equally-sized half-frames consisting of five subframes each and

denoted by: (i) half-frame 0 consisting of subframes 0-4 and (ii) half-frame 1 consisting of subframes 5-9.

For a predefined µ, the number of slots is denoted by nµ
s ∈ {0, 1, · · · , N

subframe,µ
slot } or nµ

s ∈ {0, 1, · · · , N
frame,µ
slot } in an

increasing order within a subframe or a frame, respectively. The number of symbols per slot N slot
symb depends on the

type of cyclic prefix and the specified numerology. Table I shows for different numerologies: the number of OFDM
symbols per slot, number of slots per frame, number of slots per subframe, and CP duration.
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Fig. 1. Different numerologies of 5G and the corresponding: subcarrier spacing, CP type, OFDM symbol duration, CP duration, and
two-subcarriers representation.

TABLE I

Number of OFDM Symbols per Slot, Slots per Frame, and Slots per Subframe

µ
Cyclic
prefix

N slot
symb N frame,µ

slot N subframe,µ
slot

0 Normal 14 10 1
1 Normal 14 20 2
2 Normal 14 40 4
2 Extended 12 40 4
3 Normal 14 80 8
4 Normal 14 160 16

A resource block (RB) is defined as NRB
sc = 12 subcarriers in the frequency-domain and has the time length of a

resource grid N subframe,µ
symb . A resource block consists of resource elements. The minimum and maximum number of

resource blocks along with the corresponding bandwidth for different numerologies are summarized in Table II. Each
element in the 5G frame is uniquely identified for a specific antenna port p and subcarrier configuration µ by (k, l)p,µ,
where k is the index in frequency domain l is the symbol position in the time domain relative to some reference
point. In the 5G protocol, “Point A” serves as a common reference point and can be obtained as reported in [40].

TABLE II

The minimum and maximum number of resource blocks and the corresponding bandwidths for different numerologies.

µ Nmin
RB Nmax

RB Minimum bandwidth [Mhz] Maximum bandwidth [Mhz]

0 24 275 4.32 49.5
1 24 275 8.64 99
2 24 275 17.28 198
3 24 275 34.56 396
4 24 138 69.12 397.44

At the receiver side, the received 5G signal must be converted to frame structure before extracting signals of interest.
To do so, the frame start time should be known. For the purpose of providing the frame start time, the gNB
broadcasts synchronization signals (SS) with a pre-specified symbol mapping in the 5G frame. The SS includes two
reference signals: primary synchronization signal (PSS) and secondary synchronization signal (SSS), which provide
symbol and frame timing, respectively. Once the frame start time is known, the CPs can be removed and a fast
Fourier transform (FFT) is taken to construct the OFDM symbols in the frame. The SS, the physical broadcast
channel (PBCH), and its associated demodulation reference signal (DM-RS) are transmitted in the same 4 symbols
block called the SS/PBCH block. The SS/PBCH block consists of 240 contiguous subcarrier (20 RBs) and four
consecutive OFDM symbols. Within the SS/PBCH, the subcarriers are numbered in an ascending order from 0 to



239. Fig. 2 shows the SS/PBCH block structure and the corresponding OFDM symbols and subcarriers mapping of
the different signals within the block. Note that the position of PBCH-DM-RS varies with v, and the value v changes
depending on the physical cell ID NCell

ID . The SS/PBCH block is transmitted every two frames and is transmitted
numerous times, where each set of these transmitted block is called an SS/PBCH burst. The SS/PBCH burst has
to be confined within a half-frame window (5 ms). Each block in the SS/PBCH burst is beamformed in a different
direction. The frequency location of the SS/PBCH within the 5G frame depends on the 5G high-level signaling. The
time location of the SS/PBCH block and the size of the SS/PBCH burst in the frame depends on the transmission
frequency fc and the numerology µ as shown in Table III, where index 0 corresponds to the first OFDM symbol of
the first slot in a half-frame.
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Fig. 2. SS/PBCH block structure and the corresponding OFDM symbols and subcarriers mapping of the different signals within the
block.

TABLE III

Symbol numbers containing SS/PBCH block for different numerologies and frequency bands

subcarrier
spacing (kHz)

Carrier
frequency

Symbol
number

Slot
number n

Case A: 15
fc ≤ 3 GHz

3 < fc ≤ 6 GHz
{2, 8}+ 14n

{0, 1}
{0, · · · , 3}

Case B: 30
fc ≤ 3 GHz

3 < fc ≤ 6 GHz
{4, 8, 16, 20}+ 28n

{0}
{0, 1}

Case C: 30
fc ≤ 3 GHz

3 < fc ≤ 6 GHz
{2, 8}+ 14n

{0, 1}
{0, · · · , 3}

Case D: 120 fc > 6 GHz {4, 8, 16, 20}+ 28n

{0, · · · , 3,
5, · · · , 8,

10, · · · , 13,
15, · · · , 18}

Case E: 240 fc > 6 GHz
{8, 12, 16, 20, 32,
36, 40, 44}+ 56n

{0, · · · , 8}

The PSS and SS are two orthogonal maximum-length sequences (m-sequences) of length 127 and are transmitted

on contiguous subcarriers. The PSS has three possible sequences N
(2)

ID ∈ {0, 1, 2}, each of which maps to an integer

representing the sector ID of the gNB. The SSS has 336 possible sequences N
(1)

ID ∈ {0, · · · , 335}, each of which maps



to an integer representing the group identifier of the gNB. See Section 7.4.2 of [40]. Both N
(1)

ID and N
(2)

ID define the
physical cell identity of the gNB according to

NCell
ID = 3N

(1)

ID +N
(2)

ID .

PBCH is a physical channel that is used to transmit the system information required to establish the connection
between the gNB and the UE. The decoding of the PBCH parameters is explained in details in [41]. The DM-RS
signal associated with the PBCH is used for decoding purposes and estimate the channel frequency response. The
PBCH DM-RS sequence is generated as explained in Section 7.4.1.4 of [40].

III. 5G RECEIVER STRUCTURE

This section presents a carrier-aided code SDR to opportunistically extract TOA measurements from 5G signals.
The receiver is a modified version from the receiver developed in [41], and it has three main stages: (i) 5G carrier
frequency extraction, (ii) acquisition, and (iii) tracking. The rest of this section overviews each of the these stages.

A. 5G Carrier Frequency Extraction

This stage is required if the carrier frequency of the transmitted 5G signal is unknown to the UE. Otherwise, if this
information is known, this stage can be skipped, and the UE can start at the acquisition stage. At this stage, a blind
search is performed over all candidate 5G frequency bands in order to find the carrier frequency of the transmitted
5G signals. To do so, the UE searches for available SS/PBCH block, which is carried by the synchronization raster.
The synchronization raster indicates the frequency positions of the synchronization block that can be used by the
UE for system acquisition when explicit signaling of the synchronization block position is not present. The center
frequency of the synchronization raster is the center subcarrier of the SS/PBCH block, i.e., the 121-th subcarrier
denoted by SSREF. The frequency position of SSREF is defined with corresponding to global synchronization channel
number (GSCN) [34]. The parameters defining the SSREF and GSCN for all frequency ranges are presented in Table
IV. More details can be found in Section 5.4.3 in [34].

TABLE IV

GSCN parameters for the global frequency raster

Frequency range [MHz] SSREF frequency position GSCN Range of GSCN

0 – 3,000
N · 1, 200 kHz +M · 50 kHz

N = 1 : 1 : 2, 499, M ∈ {1, 3, 5}∗
3N + (M − 3)/2 2 – 7,498

3,000 – 24,250
3, 000 MHz +N · 1.44 MHz

N = 1 : 1 : 14, 756
7, 499 +N 7,499 – 22,255

24,250 – 100,000
24, 250.08 MHz +N · 17.28 MHz

N = 1 : 1 : 4, 383
22, 256 +N 22,256 – 26,639

∗ The default value for operating bands with SCS spaced channel raster is M = 3.

B. Acquisition

Knowing the frequency position of SSREF, the UE starts sampling the 5G signals with at least a sufficient sampling
rate to capture the entire SS/PBCH bandwidth. Then, the received signal is converted to the baseband domain

by wiping out the carrier frequency. At this level, a coarse estimate of the frame start time and N
(2)

ID are obtained
by acquiring the PSS signal. The frame start time is used to control the FFT window timing. The CP elements
are removed and an FFT is taken to convert the signal into the 5G frame structure. Then, the SS/PBCH block
is extracted, and the received SSS signal is correlated with the possible locally generated sequences to determine

N
(1)

ID , and calculate NCell
ID of the gNB. Note that the frequency reuse of 5G is 1, i.e., the received signal may have

a 5G signal from multiple gNBs with different NCell
ID , In this case, multiple PSS and SSS peaks can be observed

corresponding to more than one gNB. Once the UE determines the NCell
ID of the acquired signal, it maps the DM-RS



subcarriers and extract it from the SS/PBCH block. The extracted DM-RS is correlated with all possible sequences,
and the one with the highest peak is used to estimate the channel frequency response (CFR). Knowing the CFR,
the estimated channel distortion is reversed using a channel equalizer. Then, the PBCH message is decoded and the
second and fourth symbols of the SS/PBCH block are used to refine the frame start time estimate using estimation
of signal parameters via rotational invariance techniques (ESPRIT) algorithm, where in this paper, the frame start

time represents the TOA of the received 5G signal. A coarse estimate of Doppler frequency f̂D is obtained by looking
at the phase difference between the CFR estimated from two distinct symbols in the SS/PBCH block.

C. Tracking

In this stage, a phase-locked loop (PLL)-aided delay-locked loop (DLL) is used to track the TOA of the received
signal. At each tracking loop iteration, the phase effect is wiped off from the received signal, which is assumed
constant over a duration of two frames and calculated by integrating f̂D over time. Then, the TOA is normalized by
the sampling time Ts, where the integer part of samples Int{.} is used to control the FFT window timing and the
fractional part of samples 0 ≤ Frac{·} < 1 is removed from the signal using a phase rotation in the frequency-domain.
The remaining code and carrier phase errors are estimated using a DLL and PLL, respectively.

The carrier phase discriminator can be defined as the phase of the integrated CFRs over the entire subcarrier as
shown in [42]. Then, a second-order loop filter at the output of the discriminator can be used to estimate the rate

of change of the carrier phase error 2πf̂D, expressed in rad/s. For code tracking, an early-power-minus-late-power
discriminator is used to derive the normalized timing error ẽτ [43]. Assuming that the symbol timing error has linear
variations, a second-order loop is used to achieve zero steady-state error. Finally, the TOA estimate êτ is updated
according to

êτ ←− êτ +
Tf

Ts

(vDLL − vPLL) ,

where Tf = 20 ms and vDLL and vPLL are the outputs of the DLL and PLL filters, respectively.

IV. 5G NAVIGATION FRAMEWORK

An EKF is used to estimate the state vector from the 5G pseudorange measurements z , cêτ , c
[

ê
(1)
τ , · · · , ê

(U)
τ

]

=
[

ρ(1), · · · , ρ(U)
]

, where c and U are the speed of light and the number of gNBs, respectively. The pseudorange
between the receiver and the u-th gNB at the i-th time-step can be expressed as

ρ(u)(i) = ‖rr(i)− rs,u‖2 + c · [δtr(i)− δts,u(i)] + νu(i), i = 1, 2, · · ·

where rr = [xr, yr, zr]
T is the receiver’s 3-D position vector, rs,u = [xs,u, ys,u, zs,u]

T is the gNB’s 3-D position vector,
c is the speed of light, δtr is the receiver’s clock bias, δts,u is the gNB’s clock bias, and νu is the measurement noise,
which is modeled as a zero-mean, white Gaussian random sequence with variance σu

2 . The gNBs positions {rs,u}
U
u=1

are assumed to be known, e.g., from radio mapping or cloud-hosted databases. The EKF estimates the state vector
defined as

x ,
[

x
T

r ,x
T

clk

]T

,

where xr =
[

r
T

r , ṙ
T

r

]

and xclk is the clock state vector xclk defined as xclk ,

[

c∆δt1, c∆δ̇t1, · · · , c∆δtU , c∆δ̇tU

]T

,

where {∆δtu , δtr− δts,u}
U
u=1 and {∆δ̇tu , δ̇tr− δ̇ts,u}

U
u=1 are the relative clock bias and drift between the receiver

and the u-th gNB. The clock error dynamics are assumed to evolve according to the following discrete-time dynamics

xclkj
(i+ 1) = Fclkxclkj

(i) +wclkj
(i),

where

xclkj
,

[

cδti
cδ̇ti

]

, Fclk =

[

1 T
0 1

]

, wclkj
=

[

wδti

wδ̇ti

]

, for j ∈ {r, su},



where T ≡ Tf is the measurement’s sampling time and wclkj
is the process noise, which is modeled as a discrete-time

zero-mean white sequence with covariance Qclkj
with

Qclkj
, c2 ·

[

Sw̃δtj
T + Sw̃

δ̇tj

T 3

3
Sw̃δtj

T 2

2

Sw̃
δ̇tj

T 2

2
Sw̃

δ̇tj

T

]

,

where Sw̃δt,i
and Sw̃

δ̇t,i
are the clock bias and drift process noise power spectra, respectively. The values of Sw̃δt,i

and Sw̃
δ̇t,i

depend on the clock’s quality [44].

The receiver is assumed to move in a 2-D plane with a constant known height zr ≡ z0. The receiver’s motion is
assumed to evolve according to a nearly constant velocity dynamics, i.e.,

r̈(t) = w̃,

where w̃ is a process noise vector, which is modeled as zero-mean white random process with power spectral density
Q̃ped = diag[q̃x, q̃y], where q̃x and q̃y are the power spectral densities of the acceleration in the x− and y− directions,
respectively [45]. The receiver’s discrete-time dynamics are hence given by

xr(i+ 1) = Frxr(i) +wr(i),

where

x ,









xr

yr
ẋr

ẏr









, Fr =









1 0 T 0
0 1 0 T
0 0 1 0
0 0 0 1









,

and wr, the process noise, which is modeled as a discrete-time zero-mean white sequence with covariance Qr, where

Qr =
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.

V. EXPERIMENTAL RESULTS

This section validates the proposed 5G opportunistic navigation framework experimentally in a suburban environment
using ambient 5G signals. To the best of the author’s knowledge, this is the first navigation solution produced using
5G signals from serving gNBs.

A. Experimental Setup and Environmental Layout

The experiment was performed on the Fairview road in Costa Mesa, California, USA. In this experiment, a quad-
channel National Instrument (NI) universal software radio peripheral (USRP)-2955 was mounted on a vehicle, where
only two channels were used to sample 5G signals with a sampling ratio of 10 MSps. The receiver was equipped with
two consumer-grade cellular omnidirectional Laird antennas. The USRP was tuned to listen to two carrier frequencies
corresponding to two U.S. cellular providers whose characteristics are summarized in Table V. The USRP was driven
by a GPS-disciplined oscillator (GPSDO) and the sampled data were stored for post-processing. The vehicle was
equipped with a Septentrio AsteRx-i V integrated GNSS-IMU whose x-axis pointed toward the front of the vehicle,
y-axis pointed to the right side of the vehicle, and z-axis pointed upward. AsteRx-i V is equipped with a dual-
antenna multi-frequency GNSS receiver and a VectorNav VN-100 micro-electromechanical system (MEMS) IMU.
The loosely-coupled GNSS-IMU with satellite-based augmentation system (SBAS) navigation solution produced by
AsteRx-i V was used as ground truth in this experiment. Fig. 3 shows the experimental hardware and software
setup.



TABLE V

gNBs’s Characteristics

gNB Carrier frequency [MHz] NCell
ID Cellular provider

1 632.55 398 T-Mobile
2 872 608 AT&T

MATRIX SDR and
MATLAB-Based

Navigation Framework

Fig. 3. Experimental hardware and software setup.

B. Navigation Solution

The vehicle traversed a distance of 1.02 km in 100 seconds. The tracking results of the PSS and the SSS of the
received 5G signals produced by Multichannel Adaptive TRansceiver Information eXtractor (MATRIX) SDR from
both gNBs are shown in Figs. 4. The SDR’s DLL bandwidth was tuned to 0.05 Hz, while the PLL bandwidth was
tuned to 4 Hz. The true range and Doppler measurements were obtained using the ground truth positions throughout
the experiment and the surveyed location of the gNBs. The receiver’s position and velocity state vectors and their
corresponding covariances were initialized using the output of the GNSS-IMU system. The initial relative clock
biases were eliminated, i.e., the EKF’s relative clock biases were initialized to zero. The first two 5G measurements
were dropped, where the first two position from the GNSS-IMU system were used to initialize the relative clock
drifts. The receiver’s and gNBs’ clocks were modeled as oven-controlled crystal (OCXO) with Sw̃δtj

= 1.3 × 10−22

and Sw̃
δ̇tj

= 7.9 × 10−25 [44]. The process noise power spectral densities q̃x and q̃y were set to 0.1 (m2/s3). The

measurement noise standard deviations were set to 3 m and 6 m for gNBs 1 and 2, respectively, which were obtained
empirically.



Fig. 5 shows the environmental layout, the location of the gNBs, the navigation solution of the proposed 5G
framework, and the receiver’s ground truth. The performance of the opportunistic navigation framework with two
gNBs is summarized in Table VI.
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TABLE VI

Experimental Results

Metric Value

Trajectory length 1.02 km
Trip time 100 seconds

Position RMSE 14.93 m
Standard deviation 8.28 m
Maximum error 25.87 m

VI. CONCLUSION

This paper presented a navigation framework in which 5G signals are exploited for navigation purposes in an oppor-
tunistic fashion. The framework includes: (i) a carrier-aided code-based SDR that produces navigation observables
from 5G signals and (ii) a navigation filter in which the observables are processed to estimate the UE’s position
and velocity. An experiment was conducted on a mobile ground vehicle to assess the navigation performance of 5G
signals. In the experiment, the vehicle-mounted receiver navigated using 5G signals from two gNBs for 1.02 km in
100 seconds. The proposed 5G navigation framework demonstrated a position RMSE of 14.93 m, while listening to
signals from two gNBs only.



Costa Mesa, CA, USA

gNB 2

Fairview road

870 m

1.5 km

gNB 1
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Total trajectory = 1.02 km
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Standard deviation = 8.28 m

Maximum error = 25.87 m

Fig. 5. Environmental layout, gNBs’ locations, and the traversed trajectory. The 5G navigation solution exhibited a postion RMSE of
14.93 m versus to the GNSS-IMU with SBAS navigation solution produced by AsterX-i V. Image: Google Earth.
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INTRODUCTION

Modern aircraft navigation systems are highly dependent on

global navigation satellite system (GNSS) signals and their

augmentation systems (e.g., ground-based augmentation sys-

tem and space-based augmentation system). GNSS provides

the aircraft with an accurate and reliable position, speed, and

time estimate at any point and without interruption. GNSS is

also relied on in aviation communications, navigation, and

surveillance systems as well as air trafficmanagement [1].

Over the past few years, GNSS radio frequency inter-

ference (RFI) incidents skyrocketed, jeopardizing safe and

efficient aviation operations. RFI sources include repeaters

and pseudolites, GNSS jammers, and systems transmitting

outside the GNSS frequency bands [2]. According to

EUROCONTROL, a pan-European, civil-military organi-

zation dedicated to supporting European aviation, there

were 4364 GNSS outages reported by pilots in 2018,

which represents more than a 2000% increase over the

previous year [3]. What is alarming is that while the

majority of RFI hotspots appear related to conflict zones,

they affect civil aviation at distances of up to 300 km

from these zones. What is also alarming is that the

majority of RFI (about 81%) affects en-route flights, even

though this is where RFI should be at its lowest, as the air-

craft is as far away from a ground-based interferer as

possible. In 2019, the International Civil Aviation Organi-

zation issued a Working Paper titled “An Urgent Need to

Address Harmful Interferences to GNSS,” where it con-

cluded that harmful RFI to GNSS would prevent the full con-

tinuation of safety and efficiency benefits of GNSS-based

services. Moreover, there was a call for supporting the multi-

disciplinary development of alternative positioning, naviga-

tion, and timing (PNT) strategy and solutions to complement

the use of GNSS in aviation [4].

In 2021, the U.S. Department of Transportation

released the “Complementary Positioning, Navigation,

and Timing (PNT) and GPS Backup Technologies Dem-

onstration Report” to the U.S. Congress. The report

concluded that while there are suitable, mature, and

commercially available technologies to back up or to

complement GPS, none of these systems alone can uni-

versally back up the PNT capabilities provided by GPS

and its augmentations, necessitating a diverse universe

of PNT technologies [5]. Moreover, in 2021, the

National Institute of Standards and Technology issued a

report on “Foundational PNT Profile: Applying the

Cybersecurity Framework for the Responsible Use of

PNT Services,” where it identified signals of opportunity

(SOPs) and terrestrial RF sources (e.g., cellular) as a mitiga-

tion category that apply to the PNT profile [6]. Indeed, SOPs

[7], particularly from cellular infrastructure [8]–[13], have

shown tremendous promise over the past decade as an alter-

native PNT source [14]. This is due to their inherently desir-

able attributes for navigation purposes as follows:

i) they are ubiquitous;

ii) they are transmitted in a wide range of frequencies

and in many directions, which makes them spec-

trally and geometrically diverse;
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iii) they possess a high received carrier-to-noise (CNR)

ratio (tens of dBs higher than GPS); and

iv) they are readily available for free as their infrastruc-

ture is well established and the signals are broad-

casted to billions of users worldwide.

Recent results have shown the ability of cellular SOPs

to yield meter-level-accurate navigation on ground

vehicles [15]–[18] in urban environments and submeter-

level-accurate navigation on UAVs [19], [20]. Moreover,

the robustness and availability of cellular SOPs have been

demonstrated in a GPS-jammed environment [21].

Assessing cellular signals for aerial vehicles has

been the subject of several studies recently [22], [23].

These studies span radio channel modeling [24]–[26];

evaluation of signal quality in terms of received sig-

nal power [27], [28], interference from cellular trans-

mitters [29]–[31], and coverage and connectivity [32],

[33]; and standards recommendations [34], [35].

According to existing studies, commercial cellular net-

works are capable of providing connectivity to aerial

vehicles at low altitudes. However, the majority of

published studies focused on evaluating cellular sig-

nals for communication purposes with little attention

to evaluating them for navigation purposes [36].

Moreover, these studies only considered i) UAVs fly-

ing at low altitudes (up to 500 ft) and ii) slow speeds

(up to 50 km/h). As such, existing studies are insuffi-

cient to reveal the potential and challenges associated

with aviation operations. On the one hand, there is a

lack of understanding of cellular signal attenuation

and interference issues when received by aircraft fly-

ing at higher altitudes. On the other hand, there is a

lack of assessment of the Doppler effect on tracking

cellular synchronization signals for aircraft traveling

at high speeds. Consider, for example, a Piper PA-18,

a Boeing 747, and an F22 Raptor, which could reach

speeds of 200, 1000, and 2400 km/h, respectively,

yielding Doppler frequency shifts at cellular frequen-

cies of few hundred to several thousand Hz [37]. This

study aims to perform the first assessment of cellular

SOPs for high-altitude aircraft navigation by address-

ing the following questions:

1) Can cellular SOPs be received and exploited prop-

erly at aircraft altitudes and speeds to produce a

robust navigation solution?

2) Does the downward tilt of cellular base station

antennas prohibit reliable reception at high

altitudes?

3) Is there a sufficient number of hearable cellular base

stations to produce a navigation solution over long

trajectories for high-altitude aircraft?

To answer these questions, an unprecedented aerial cam-

paign was conducted in March 2020 by the Autonomous

Systems Perception, Intelligence, and Navigation (ASPIN)

Laboratory in collaboration with the United States Air Force

(USAF) at the Edwards Air Force Base (AFB), California,

USA. The cellular software-defined radios (SDRs) of the

ASPIN Laboratory were flown on a USAF Beechcraft C-12

Huron, a fixed-wing aircraft, to collect ambient cellular 3G

code-division multiple access (CDMA) and 4G long-term

evolution (LTE) signals over Southern California. This

unique dataset consists of combinations of flight run over

three different environments (rural, semiurban, and urban)

with altitudes ranging up to 23,000 ft and a multitude of tra-

jectories and maneuvers including straight segments, bank-

ing turns, holding patterns, and ascending and descending

teardrops, performed by members of the USAF Test Pilot

School. This article assesses the collected signals for naviga-

tion purposes, with the aim to show that should GNSS sig-

nals become unavailable or unreliable midflight, cellular

SOPs could be used to produce a sustainable and accurate

navigation solution. In particular, this article characterizes

the CNR as a function of altitude and horizontal distance.
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The CNR influences the precision of the navigation observ-

ables produced by a navigation receiver. It is found that up

to a dozen base stations can be acquired and tracked at

23,000 ft above ground level (AGL). Furthermore, themulti-

path channel is analyzed at different altitudes in different

regions. Multipath can cause significant biases in navigation

observables, compromising the accuracy of the navigation

solution. Ground reflections could be a concern for strong

multipath. However, the data shows clean channels between

the aircraft and the cellular base stations with a dominantly

strong line-of-sight (LOS) component at all altitudes, which

in turn means that the navigation observables from cellular

SOPswill have high accuracy. To demonstrate the feasibility

of aircraft navigation with cellular SOPs, a sample trajectory

of the C-12 aircraft was estimated using cellular SOPs only,

yielding a three-dimensional (3D) 10.5 m position root-

mean-squared error (RMSE) over a 51-km trajectory tra-

versed over a period of 9 minutes at approximately 5000 ft

AGL.

The rest of this article is organized as follows. The

“Experimental Setup and Flight Regions” section

describes the hardware and software setup with which the

aircraft was equipped and overviews the environments in

which the flight campaigns took place. The “Ground-to-

Air Channel Characterization” section studies the i)

downlink cellular channel (ground-to-air) in terms of

received CNR at different aircraft altitudes, aircraft-to-

transmitter range, and in different regions and ii) multi-

path effects in terms of the channel impulse response

(CIR). The “Aircraft Navigation With Cellular Signals”

section presents experimental aircraft navigation results

exclusively with cellular signals. The “Conclusion” sec-

tion summarizes the main findings of this article.

EXPERIMENTAL SETUP AND FLIGHT REGIONS

This section overviews the hardware and software setup

used for data collection and processing. It also describes

the flight regions and aircraft maneuvers.

HARDWARE AND SOFTWARE SETUP

For this study, the C-12 aircraft, called Ms. Mabel, was

equipped with the following.

� A quad-channel universal software radio peripheral

(USRP)-2955.

� Three consumer-grade 800/1900-MHz Laird cellu-

lar antennas.

� A peripheral component interconnect express cable.

� A desktop computer equipped with a solid-state

drive for data storage.

� A laptop computer running the ASPIN Laboratory’s

SDR, called MATRIX: Multichannel Adaptive

TRansceiver Information eXtractor, for real-timemon-

itoring of the signals, which was operated during the

flight by a flight engineer to determine when, where,

and what cellular signals were available to tune the

USRP accordingly.

� A GPS antenna to i) feed GPS measurements for the

aircraft navigation system and ii) discipline the

USRP’s onboard GPS-disciplined oscillator.

Figure 1 shows the C-12 aircraft and the USAF pilots

and ASPIN researchers (this article’s co-authors). The equip-

ment was assembled at the ASPIN Laboratory on a special

rack provided by the USAF and was shipped to be mounted

on the C-12 aircraft. The three Laird antennas were con-

nected to the USRP to capture impinging 3G and 4G signals,

and the USRP was tuned to listen to three carrier frequencies

corresponding to two 4GUnited States cellular providers and

one 3G United States cellular provider, as shown in Figure 2.

Terabytes of in-phase and quadrature samples were collected

throughout the experiment with a sampling rate of 10 MSps

per channel. The 3G and 4G cellular modules of the

MATRIX SDR [38], [39] were then used to postprocess the

stored samples to produce navigation observables: Doppler

frequency, carrier phase, and pseudorange, along with

Figure 1.
USAF Pilots and ASPIN researchers with the C-12 aircraft.
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corresponding CNRs. The hardware and software setup are

shown in Figures 2 and 3, respectively.

FLIGHT REGIONS AND AIRCRAFT MANEUVERS

The campaign took place in three regions as follows.

i) Region A:A rural region in Edwards AFB, California.

ii) Region B:A semiurban region in Palmdale, California.

iii) Region C: An urban region in Riverside, California.

Different maneuvers were planned over the three regions

to test several aspects of aircraft navigation with cellular

SOPs. Figure 4 shows the regions in which the experiments

were performed. More than 70 3G base transceiver stations

(BTSs) and 4G eNodeBs were mapped throughout the

experiment via the method described in [40]. The mapped

towers were cross-checked via Google Earth and online

databases and are shown in Figure 4. This article investigates

the potential of cellular SOPs for navigation; therefore, map-

ping the SOPs will not be discussed. The different maneu-

vers performed by the aircraft are described next.

Two main types of maneuvers were performed in each

region. The first was a teardrop-like pattern while climbing/

descending. The patterns have a focal point that is aligned

with geographic points of interest (see Figure 4). The meas-

urements used to characterize the CNR and multipath were

taken exactly above the geographic point of interest to main-

tain the horizontal distance between the aircraft and the cel-

lular base stations. The second was a grid-like pattern with

many turns and straight segments. Such patterns were used

as stress-test for the navigation receivers to assess their abil-

ity to track cellular synchronization signals in a robust and

accurate fashion as well as navigation solution evaluation.

The two types of maneuvers are shown in Figure 5.

GROUND-TO-AIR CHANNEL CHARACTERIZATION

This section characterizes the ground-to-air radio channel

by analyzing the CNR and multipath at different altitudes

and horizontal distances in Regions A, B, and C.

CNR RATIO CHARACTERIZATION

The CNR influences the precision of the pseudorange nav-

igation observable. The pseudorange is obtained by corre-

lating the received cellular signal with known replicas of

Figure 3.
Software setup used for cellular SOP signal collection.

Figure 2.
Hardware setup with which the C-12 aircraft was equipped.
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the synchronization sequences contained therein, such as

the pseudorandom noise (PN) sequence in 3G CDMA and

the primary synchronization signal and secondary syn-

chronization signal in 4G LTE. The pseudorange observ-

able is the delay of the autocorrelation peak, expressed in

meters. The pseudorange is typically acquired through an

exhaustive search over code phase shifts and Doppler fre-

quencies then tracked with delay-locked loops (DLLs).

Generally, the variance of the pseudorange error in a DLL

is inversely proportional to the CNR. Roughly, the CNR

must be above 20 dB-Hz for robust acquisition and track-

ing. High sensitivity receivers can acquire and track lower

CNR signals, which is the subject of active research. The

CNR can be calculated according to [41]

CNR ¼ C

N0
¼ C

s2
noiseT

(1)

where C is the carrier power in Watts (W), N0 is the noise

power spectral density in W/Hz, which can be expressed as

N0 ¼ s2
noiseT , where s2

noise is the discretized noise vari-

ance and T is the accumulation period, or the period over

which correlation in the DLL is performed. A cellular SOP

receiver estimates s2
noise by calculating the average power

of the autocorrelation function of the received signal with a

“fictitious” sequence that has similar properties as the trans-

mitted sequences (e.g., a PN sequence that is not transmitted

by any transmitter). The carrier powerC is estimated by sub-

tracting the noise variance from the peak power. The map-

ping between the CNR and the pseudorange error variance

expressed in m2 for a 3G cellular SOP receiver using a first-

order DLLwith a coherent discriminator is given by [38]

s2
3G ¼ c2

Bn;DLLq temlð Þ
2 1� 2Bn;DLLT
� �

CNR
(2)

Figure 5.
Maneuvers performed by the C-12 aircraft. The altitude step is denoted by Dh and u denotes the elevation angle.

Figure 4.
Regions A, B, and C in which the flight campaigns took place. The yellow pins represent 3G and 4G cellular towers that were mapped and

analyzed in this study. The right figures show the aircraft trajectory in all regions (shown in red). Geographic points of interest in each region,

shown in green crosses, were chosen according to the designed trajectories.
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where c is the speed of light, Bn;DLL is the DLL’s

noise equivalent bandwidth, and qðtemlÞ is a sensitivity

parameter that is a function of the autocorrelation

function of the 3G cellular signal and the early minus-

late time. For 4G LTE signals, this relationship

becomes [39]

s2
4G ¼ c2

p2T 2
s

128bNr
6 cCNR

(3)

where Ts is the sample duration and Nr is the number of

orthogonal frequency-division multiplexing subcarriers

used in the synchronization sequence, and b�c is the floor

Figure 7.
CNR of 9 LTE eNodeBs as a function of altitude in Region A for LTE signals. Different lines corresponds to different cellular towers.

Figure 8.
CNR of 9 LTE eNodeBs as a function of elevation in Region A for LTE signals. Different lines corresponds to different cellular towers

Figure 6.
CNR of 6 3G BTSs as a function of altitude in Region A for 3G signals. Different lines corresponds to different cellular towers.
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function. It can be seen from (2) and (3) that the CNR is a

crucial parameter in the precision of pseudorange meas-

urements and must be characterized for aviation. In this

experimental campaign, the CNRs were measured for i) a

fixed horizontal distance and different altitudes and ii) a

fixed altitude and different horizontal distances. The CNR

as a function of altitude for Region A and both 3G and 4G

signals are shown in Figures 6 and 7, respectively. Figure 8

shows the CNR as a function of elevation for 4G LTE sig-

nals in Region A. Figure 9 shows the CNR as a function

of altitude for 4G LTE signals in Region B.

Figures 6–9 reveal that a significant number of cellular

SOPs (namely, 73.33%) can be reliably acquired and

tracked at altitudes up to 23,000 ft AGL. The reliable

acquisition is qualified by the ability of detecting the pres-

ence of the signal along with producing a coarse estimate of

the corresponding delays and Doppler shifts. Reliable track-

ing is qualified by maintaining bounded code and carrier

phase errors. These bounded errors guarantee the reliability

of the tracked signals to produce navigation observable(s)

(pseudorange and carrier phase) which are used to produce a

navigation solution. Typical path lossmodels would predict a

linear decrease of the CNR as the distance increases. One

reason for seeing a sharp decrease over low altitudes is the

directivity of cellular antennas in the elevation direction. It

was observed that an elevation angle of about 20� seems to

be a cutoff angle for the main lobe, above which the CNR

decreases almost linearly with distance. However, the cellu-

lar SOP receivers were able to successfully track the signals

all the way to 23,000 ft AGL, which corresponded to a maxi-

mum elevation angle of approximately 70�. This indicates
that there is enough signal power in the side lobes to exploit

for navigation purposes. The sharp decrease in CNR at low

elevation angles also indicates that the cellular SOP naviga-

tion receiver would significantly benefit from a few degrees

of an upward adjustment of cellular base station antennas.

Although cellular providers require the downward tilt to min-

imize interference between different cells, the results shown

in this article indicate that an upward adjustment is worth

considering.

The CNRs for two base stations in Region A are plot-

ted as a function of the horizontal distance in Figure 10.

The curves in Figure 10 were expected to decrease as the

horizontal distance increased. While this trend is visible,

the CNRs also exhibit periodic behavior. This behavior

could be due to the two-ray model, where ground

Figure 9.
CNR of 16 LTE eNodeBs as a function of altitude in Region B for LTE signals. Different lines corresponds to different cellular towers

Figure 10.
CNR as a function of the horizontal distance for one 3G BTS (blue) and one LTE eNodeB (red). The aircraft was flying at about 5000 ft

AGL.
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reflections cause constructive and destructive interference.

This behavior was observed in reported results in the liter-

ature by other experimental campaigns [26].

The CNRs for six base stations in Region C are plot-

ted as a function of the horizontal distance in Figure 11. It

is worth noting that the aircraft was flying at an altitude of

a little above 16,000 ft AGL, more than 11,000 ft higher

than in Figure 11. At such altitudes, the elevation angles

are very high. Since cellular base station antennas are tilted

downward and are directional in the elevation direction,

the loss due to the directive radiation pattern of cellular

base station antennas dominates the path loss. This could

explain why some of the CNRs in Figure 11 have an

increasing trend, especially at shorter horizontal distances

where the change in elevation angle is more significant. It

is worth mentioning that the big hole in Figure 11 is purely

due to this flight scenario, where the cellular base stations

happened to be located either too close or too far with

respect to the trajectory traversed by the aircraft.

MULTIPATH CHARACTERIZATION

The abovementioned study characterized the precision of

pseudorange measurements via the CNR. Next, the accu-

racy of such measurements is characterized via the multi-

path channel. Severe- and short-delay multipath can

introduce significant biases in the pseudorange measure-

ment, which in turn degrades the navigation solution. One

approach to characterize the multipath channel is by esti-

mating the CIR. The cell-specific reference signal (CRS)

in 4G LTE is transmitted for channel estimation purposes.

The CIR is calculated at different altitudes in Regions A

and B. Representative results for each region are shown in

Figure 12. The bandwidth of the LTE signal used to esti-

mate the CIRs was 10 MHz.

Figure 12 shows that the LOS signal dominates the

CIR over altitudes up to 23,000 ft AGL. Figure 12 sug-

gests that, as expected, multipath is most prominent at low

altitudes. This is due to the fact that less reflective surfaces

are standing between the transmitter and the receiver. This

can be seen as the CIRs are predominantly multipath-free

or are experiencing low multipath. This implies high accu-

racy in the pseudorange measurements. Note that the CIRs

seem to slightly degrade at altitudes of around 15,000 ft

(AGL) and higher. That is due mostly to channel noise

rather than multipath, as indicated in the CNR plots in

Figures 6 and 7.

AIRCRAFT NAVIGATION WITH CELLULAR SIGNALS

The previous section established that cellular 3G and 4G

SOPs are acquirable and trackable at altitudes as high as

23,000 ft AGL and that the channel possesses a dominant

LOS component at the same range of altitudes. This sec-

tion evaluates the navigation solution obtained exclusively

with cellular SOP pseudoranges (without fusing any other

sensors or signals, except for barometric altimeter

measurements).

EXPERIMENT LAYOUT

The test trajectory consisted of a 1-2-3 leg from the grid

pattern in Figure 4. Specifically, Leg 1 is a 24-km straight

segment, followed by Leg 2, which is a 270� banking turn

of length 18 km, and Leg 3 is a 9-km straight segment.

The total distance traveled by the aircraft was over 51 km

completed in 9 minutes. The aircraft’s trajectory is shown

in Figure 13. The aircraft maintained an altitude of

approximately 5000 ft AGL over the trajectory. Three

radio frequency channels were sampled as follows:

i) 881.52 MHz, which is a 3G channel allocated for

cellular provider Verizon Wireless;

ii) 731.5 MHz, a 4G LTE channel allocated for AT&T;

and

Figure 11.
CNR as a function of the horizontal distance for four 3G BTSs (blue, red, yellow, and purple) and two LTE eNodeBs (green and light blue). The air-

craft was flying at an altitude ofmore than 16,000 ft AGL.
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iii) 751 MHz, also a 4 G LTE channel allocated for T-

Mobile.

A total of 11 cellular SOPs were heard over the three

channels during the experiment as follows:

a) six 3G BTSs; and

b) five 4G eNodeBs.

TRACKING RESULTS

The 11 cellular SOPs were acquired at different times and

tracked for different durations based on signal quality.

The pseudorange to the nth base station can be modeled

as [14]

znðkÞ ¼ rrrðkÞ � rrsnk k2þcdtnðkÞ þ vnðkÞ (4)

where rrsn is the nth base station’s 3tD position, c is the speed

of light, fdtnðkÞgNn¼1 is the difference between the aircraft-

mounted receiver’s and the nth cellular SOP’s clock biases,

withN being the total number of cellular SOPs, and vnðkÞ is
the measurement noise, which is modeled as a zero-mean

white sequence with variance s2
nðkÞ obtained from the

instantaneous CNR using the expression in (2) for 3G signals

and the expression in (3) for 4G signals. Figures 14–16 show

the time history of i) measured CNRs, ii) pseudorange meas-

urements, and iii) pseudorange error (pseudorange minus the

true range), for all 11 cellular SOPs, respectively. The true

range is obtained from the known cellular SOPs’ position

and the aircraft’s position throughout the entire flight, the lat-

ter of which was obtained from the aircraft’s onboard naviga-

tion system.

The solid lines in Figure 15 depict the true range

between the aircraft and the cellular SOPs, while the

dashed lines show the receiver’s pseudorange after remov-

ing the initial clock bias, i.e.

z0nðkÞ ¼ znðkÞ � cd̂tnð0Þ

where d̂tnð0Þ is the initial clock bias estimate, obtained by

differencing the true range between the aircraft and the

cellular SOP position with the initial pseudorange mea-

surement znð0Þ produced by the receiver.
One can see from Figure 15 that pseudorange tracking

is lost for some of the cellular SOPs at or around 300 s,

which is when the aircraft starts banking to perform the

270� turn. It is suspected that the aircraft’s wings and

body block or severely attenuate some of the signals dur-

ing banking, causing loss of tracking.

It is important to note that the average distance between

the aircraft and the BTSs or eNodeBs was around 30 km over

the entire trajectory, with eNodeB 4 being tracked at a 100-

km distance in the first part of the trajectory. It is worth point-

ing that this study is a proof of concept to show the potential

of exploiting cellular SOPs for aircraft navigation. The devel-

oped receiver is not a fully autonomous receiver and does not

perform reacquisition of the same SOP after losing track.

However, these signals were reacquirable (e.g., after

banking).

NAVIGATION SOLUTION

Several estimators could be employed to estimate the air-

craft’s states (position, velocity, heading, and time) from

Figure 12.
Top: Surface plots of the CIR as a function of altitude for repre-

sentative eNodeBs in Regions A and B. Bottom: Snapshots of

empirical CIR in Regions A and B at 10,000 ft AGL along with

the theoretical CIR.
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Figure 14.
Time history of the CNRs for all the base stations used to compute the navigation solution.

Figure 15.
Time history of the pseudoranges estimated by the cellular SOP receivers and the corresponding true range. The initial values of the pseudor-

anges and ranges were subtracted out for ease of comparison.

Figure 13.
Aircraft trajectory for the aerial navigation experiment over Region A. The aircraft was flying at about 5000 ft AGL.
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pseudorange measurements. Moreover, data from other

sensors [e.g., inertial measurement unit (IMU), radar, lidar,

vision, etc.] and/or dynamical constraints could be fused

with the pseudorangemeasurements to improve the naviga-

tion solution accuracy. However, the objective of this study

is to test the potential of cellular SOPs to produce a naviga-

tion solution. Any additional sensors or dynamical con-

straints will only improve the performance of what is

presented next. Since cellular SOPs suffer from low diver-

sity in the vertical direction, only altitude measurements

from the aircraft’s navigation system were fused with the

pseudorange measurements. The position of the cellular

SOPs was assumed to be known, although it can be esti-

mated on-the-fly as well [42]. However, the clock biases

are dynamic and stochastic and must be estimated along

with the aircraft’s states. This results in an underdeter-

mined system (i.e., one where the dimension of the state

vector is larger than the dimension of the measurement vec-

tor), which makes using a point estimator (e.g., nonlinear

least squares) infeasible [43]. To circumvent this, an

extended Kalman filter (EKF) is used to produce the navi-

gation solution with cellular pseudorange measurements

and altimeter data derived from the aircraft’s onboard navi-

gation system. The aircraft’s 3D position and velocity,

denoted by rrr and _rrr, respectively, were estimated in an

North–East–Down frame centered at the geographical

point of interest of Region A. A simple, yet effective nearly

constant velocity dynamical model was used to describe

the dynamics of the aircraft, with power spectra given by

qN; qE , and qD for the acceleration process noise in the N,

E, and D directions, respectively. A double integrator

driven by process noise was used to model the receiver and

base stations’ clock biases [14]. The clock state of the

receiver or any base station therefore consists of a time-

varying, stochastic bias dt and drift _dt, with process noise

power spectra S ~wdt
and S ~w_dt

, respectively. The EKF was

implemented using the framework described in [44]. To

this end, define the state vector

xxðkÞ , rrrðkÞ; _rrrðkÞ; cdt1ðkÞ; c_dt1ðkÞ;
�
. . . ; cdtNðkÞ; c_dtNðkÞ

�T2 R6þ2 N: (5)

The discrete-time dynamics of xx is given by

xxðkþ 1Þ ¼ FxxðkÞ þ wwðkÞ (6)

where F , diag½Fpv; Fclk; . . . ; Fclk�

Fpv ,
I3�3 T I3�3

03�3 I3�3

� �
; Fclk ,

1 T
0 1

� �

and T is themeasurement update period, which is chosen to be

the accumulation period in the receiver, and wwðkÞ is the dis-
crete-time process noise vector, which is modeled as a zero-

meanwhite sequencewith covarianceQ , diag½Qpv; c
2Qclk�

Qpv ,
Spv

T 3

3 Spv
T2

2

Spv
T 2

2 SpvT

" #
; Spv , diag qN; qE; qD½ �

Qclk ¼ GQclk;rG
T þQclk;sop; G , I2�2 . . . ; I2�2½ �T

Qclk;sop , diag Qclk;sop1
; . . . ;Qclk;sopN

h i

Qclk;i ¼
S~wdti

T þ S ~w_dti

T 3

3 S ~w_dti

T2

2

S ~w_dti

T2

2 S ~w_dti
T

2
4

3
5

where i 2 fr; sop1; . . . ; sopNg and S ~wdti
and S ~w_dti

are the

receiver or SOP-specific clock bias and drift noise power

spectra.

The measurement (4) can be expressed in vector form as

zzðkÞ ¼ hh xxðkÞ½ � þ vvðkÞ (7Þ
zzðkÞ , z1ðkÞ; . . . ; zNðkÞ; zaltðkÞ½ �T2 RNþ1

vvðkÞ , v1ðkÞ; . . . ; vNðkÞ; valtðkÞ½ �T

where hh½xxðkÞ� is a vector-valued function readily obtained

from (4) and zalt is the aircraft’s altitude measurement.

Let RðkÞ denote the covariance of the measurement

noise vector vvðkÞ, which has the form RðkÞ ¼

Figure 16.
Time history of the pseudorange error (pseudorange minus the true range) for all cellular SOPs. The error is driven by a common term, which

is the receiver’s clock bias. The errors increase significantly at around 275 s, which is when the turn starts. The high dynamics of a banking

turn inject stress on the tracking loops. The initial values of the pseudorange errors were subtracted out for ease of comparison.
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diag½s2
1; . . . ; s

2
N; s

2
alt�. The noise variances s2

nðkÞ were

obtained from the instantaneous CNR using the expression

in (2) for 3G signals and the expression in (3) for 4G sig-

nals, while s2
alt was set to 3 m

2.

An EKF is then implemented based on the dynamics and

measurement models in (6) and (7), respectively, to yield and

estimate x̂xðkjkÞ of xxðkÞ using all measurements up to time-

step k, with an associated estimation error covariance denoted

by PðkjkÞ. The initial estimate and covariance are obtained

from two consecutive measurements and corresponding posi-

tion estimates taken from the aircraft’s navigation system

[44]. The receiver and base station clock process noise covari-

ancematrices were chosen to be

Qclk;r ¼
9:57� 10�5 2:52� 10�8

2:52� 10�8 1:89� 10�6

� �
(8Þ

Qclk;sn ¼ 3:11� 10�7 2:52� 10�11

2:52� 10�11 1:89� 10�9

� �
: (9)

The abovementioned clock process noise covariance matrices

assumed the receiver to be equipped with a typical-quality

oven-controlled crystal oscillator (OCXO), while the cellular

base stations are equipped with high-quality OCXOs [14].

The measurement rate was T ¼ 0:08=3 s. The power spectral

densities of the acceleration in north and east directions were

set to high values to account for not having an accurate

dynamical model of the C-12 aircraft [45], specifically qN ¼
qE ¼ 5 m2=s3. However, the power spectral density of the

acceleration in the down direction was set to be small, since

therewas little change in altitude throughout the flight, specifi-

cally qD ¼ 0:5m2=s3.

Figure 17 shows the environment layout and the true and

estimated trajectories. The total position 3DRMSEwas calcu-

lated to be 10.5 m over the 51-km trajectory, traversed in 9

minutes. It is important to note that the position error in the

EKF is the largest during the turn. This is due to i) the mea-

surement errors due to the high dynamics of the banking turn,

which severely stressed the tracking loops, and ii) the mis-

match in the dynamics model assumed in the EKF

since a 270� banking turn has significantly different

dynamics than the assumed nearly constant velocity.

However, as mentioned earlier, the purpose of this

study is to highlight the minimum performance that

can be achieved with SOPs. Any additional sensors,

dynamical constraints, or adaptive estimators would

improve the performance [46], [47]. Figure 18 shows

the EKF estimation error plots and corresponding

sigma-bounds for the aircraft’s position and velocity

states. The 3D navigation performance over the 51-km

trajectory is summarized in Table 1.

DISCUSSION

This study showed the potential of cellular 3G and 4G

SOPs as reliable sources for high-altitude aircraft naviga-

tion. The results presented herein, although promising,

can be further improved upon in several ways. The follow-

ing are key takeaways and design considerations for reli-

able aircraft navigation with cellular SOPs.

Figure 17.
Experimental layout and results showing: i) BTS and eNodeB posi-

tions, ii) true aircraft trajectory, and iii) aircraft trajectory estimated

exclusively using cellular SOPs. The aircraft traversed a total dis-

tance of 51-km traversed in 9 minutes during the experiment. The

3D position RMSE over the entire trajectorywas found to be 10.5 m.
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� Long integration periods: The period over which

correlations were performed in the receiver could

be extended to achieve higher CNRs where neces-

sary, especially at altitudes above 23,000 ft. How-

ever, one would need a stable oscillator in the

receiver clock to achieve coherent integration. As

such, highly stable OCXOs or chip-scale atomic

clocks could be used to drive the receiver’s clock.

� Mitigate self-blockage: As discussed previously, the

aircraft’s body and wings caused signal blockage or

severe attenuation during banking. One way to mitigate

this is by mounting multiple antennas onto the aircraft

in such a way that at least one antenna remains within

LOS to the cellular base station of interest (e.g., at the

tip of both wings). This guarantees continuous avail-

ability of pseudorange measurements. Another mitiga-

tion approach is to use synthetic aperture navigation

(e.g., [48])

� Accounting for the high dynamics:Aircraft, such as the

C-12, can perform highly dynamic maneuvers. As

such, it is crucial to design tracking loops in the

receivers that can cope with such dynamics. Moreover,

the dynamics model employed in the EKF in this study

led to mismatches and larger estimation errors during

the 270� turn. This mismatch can be mitigated by using

appropriate dynamical models for fixed-wing aircraft

or more elaborate dynamical models (e.g., Wie-

ner process acceleration, Singer acceleration,

mean-adaptive acceleration, semi-Markov jump

process, circular motion, curvilinear motion,

coordinated turn, among others [45]) adaptive

estimation techniques [46], [47], and/or a kine-

matic model with IMU measurements, as is the

case with most INS aiding techniques [16], [42].

� Vertical dilution of precision: At high altitudes,

there is very little vertical diversity with respect

to terrestrial cellular towers. As such, the air-

craft’s cellular-based navigation solution vertical

dilution of precision will be large. Nevertheless,

the aircraft’s vertical position can still be esti-

mated from the pseudoranges extracted from cel-

lular towers, albeit with less accuracy compared

to the results presented in this article, which fused

altimeter-based measurements. For example, if

the altimeter-based altitude measurements are not

used in the demonstrated flight, a 2D and 3D

RMSE of 30.41 and 117.55 m are achieved,

respectively, compared to 10.53 and 10.55 m,

respectively, when using altitude measurements.

� Intrachannel interference: The proposed receiver

exploits the synchronization sequences or refer-

ence signals broadcast by cellular towers. These

signals are designed to have low cross-correla-

tion properties between different towers. For

Figure 18.
EKF plots showing the time history of the position and velocity errors as well as the �3s bounds. As expected, the EKF performs poorly in

the second leg, where the mismatch between the true aircraft dynamics and the assumed EKF model is highest.

Table 1.

Navigation Performance With Cellular Signals

Metric Leg 1 Leg 2 Leg 3

Position RMSE [m] 7.57 12.85 12.87

Velocity RMSE [m/s] 0.62 4.87 0.46

Maximum position error [m] 10.46 22.67 20.46

Maximum velocity error [m/s] 4.15 7.64 0.74
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example, in 3G systems, a 32768-long QPSK

pseudonoise (PN) sequence and Walsh codes are

used to spread the transmitted data. The PN

sequence is shifted by an integer multiple of 64

chips by each cellular tower sector, which allows

a maximum of 512 possible shifts. In this case,

the cross-correlation between the PN sequence

and its shifted version is negligible. As such, for

two towers to significantly interfere at the

receiver, their relative range must be at least

15 km (corresponding to 64-chip offset). How-

ever, in practice, adjacent towers are offset by at

least 4 � 64 chips, requiring a minimum of 60-

km relative range for strong interference to

occur. In addition, the 60-km relative range

implies a 95 dB difference in the path loss

(assuming the free space propagation model),

which means that one signal will be completely

buried in the noise floor of the other. Even for a

relative range of 15 km, the difference in the

path loss is 83 dB. In conclusion, it is very

unlikely for intrachannel interference to be an

impediment for exploiting 3G signals for aerial

navigation. This could explain why interference

from fear and far cells have not been detected in

the case of 3G signals. The same discussion

holds for 4G signals, except that the synchroniza-

tion signals were not used in the 4G module in

order to avoid interference, since some of these

sequences are common between different eNo-

deBs. Instead, only the CRS was used, which is

unique for each eNodeB and has very low cross-

correlation properties.

CONCLUSION

This study demonstrated that reliable acquisition and

tracking of cellular 3G CDMA and 4G LTE signals

can be performed by high dynamics aircraft flying at

altitudes up to 23,000 ft AGL and horizontal distances

up to 100 km, making them a reliable source for air-

craft navigation. This finding is further validated by

experimental results showing a USAF C-12 aircraft

navigating for 51 km at around 5000 ft AGL over a 9-

minute period exclusively with cellular SOPs, achiev-

ing a 3D position RMSE of 10.5 m.
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Abstract—A hybrid analytical-machine learning (ML) frame-
work for improved low Earth orbit (LEO) satellite orbit predic-
tion is developed. The framework assumes the following three
stages. (i) LEO satellite first pass: A terrestrial receiver with
knowledge of its position produces carrier phase measurements
from received LEO satellite signals, enabling it to estimate the
time of arrival. The LEO satellite’s states are initialized with
simplified general perturbations 4 (SGP4)-propagated two-line
element (TLE) data, and are subsequently estimated via an
extended Kalman filter (EKF) during the period of satellite
visibility. (ii) LEO satellite not in view: a nonlinear autoregressive
with exogenous inputs (NARX) neural network is trained on
the estimated ephemeris and is used to propagate the LEO
satellite orbit for the period where the satellite is not in view.
(iii) LEO satellite second pass: a terrestrial receiver with no
knowledge of its position uses the ML-predicted LEO ephemeris
along with its carrier phase measurements from received LEO
signals to estimate its own position via an EKF. Experimental
results with with signals from an Orbcomm satellite are presented
to demonstrate the efficacy of the proposed framework. It is
shown that during the satellite’s second pass, the ML-predicted
ephemeris error is reduced by nearly 90% from that of an SGP4
propagation. In addition, it is shown that if the receiver was to
use the SGP4-predicted satellite ephemeris to localize itself, the
EKF’s initial position error of 2.2 km increases to 6.7 km, while
the proposed framework reduces the position error to 448 m.
Keywords—LEO satellites, machine learning, orbit determina-

tion, satellite tracking, signals of opportunity.

I. INTRODUCTION

Future low Earth orbit (LEO) satellite constellations will
weave a virtual blanket cover around the globe, bringing forth
signals diverse in frequency and direction, which are also
received at much higher power than global navigation satellite
system (GNSS) signals [1], [2]. As such, LEO satellites are
considered highly attractive from a positioning, navigation,
and timing (PNT) perspective. LEO satellites’ signals of
opportunity could complement and safeguard GNSS to provide
high levels of performance and operational resilience [3]–[5].

To exploit LEO satellites signals opportunistically, one
must overcome three main challenges: (i) develop specialized
receivers to extract navigation observables from these signals;
(ii) estimate the satellites’ clocks, which, unlike GNSS, are
neither transmitted publicly nor are as stable and as tightly
synchronized; and (iii) estimate the satellite’s ephemeris with
minimal error. The first two challenges have been the subject
of extensive research recently [5]–[15]. This paper focuses on
addressing the third challenge.

Several analytical and numerical satellite orbit determina-
tion algorithms have been developed to propagate satellites’
states as well as associated uncertainty [16]. These propagators
take into consideration, to various extents, multiple sources
of perturbing forces, e.g., Earth’s non-uniform gravitational
field, atmospheric drag, solar radiation pressure, and third-
body attraction (eg., Sun and Moon) [17]. The simplified
general perturbations 4 (SGP4) [18] analytical propagator is
used to generate ephemerides from a set of mean orbital
elements given at a reference epoch in two-line elements
(TLE) files, which are published and updated periodically
by the North American Aerospace Defense Command (NO-
RAD) [19]. However, analytical orbit determination methods
are based on limited dynamical models and mean elements
which may not meet PNT accuracy requirements [20], [21].
Space agencies usually employ high-precision orbit prop-
agators (HPOP), which are numerical propagators used in
conjunction with precise force models. However, numerical
propagators require large amounts of data and significant
computation time, which renders them undesirable for real-
time PNT purposes.

Machine learning (ML) has shown tremendous potential in
radar and communications [22], and its powerful modeling
capabilities have been recently studied to provide a less
parameter-reliant orbit propagation solution [23], [24]. In [25],
[26], distribution regression was used for orbit determination
of objects in LEO. Propagating LEO satellite orbits was stud-
ied in [27], [28] via artificial neural networks (ANNs), support
vector machines (SVMs), and Gaussian processes (GPs). A
simulation study developed in [28], [29] showed that ANNs
possess high regression capabilities compared to SVMs and
GPs. Several neural network (NN) architectures, such as the
Time Delayed Neural Network (TDNN) and Long Short-Term
Memory (LSTM) NNs were studied in [30]. However, utilizing
ML in full orbit determination, allowing for completely re-
placing standard propagators, is yet to be achieved. Promising
preliminary result were presented in [31], in which a TDNN
was trained using the data from two Orbcomm LEO satellites,
which broadcast their three-dimensional (3-D) position in the
Earth-centered, Earth-fixed (ECEF) coordinate frame from
onboard GNSS receivers. Finally, [32] utilized HPOP along
with decoded Orbcomm satellite ephemeris messages to train
a NN that was capable of estimating the position of the satellite
to meter-level accuracy in a short time period.
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This paper proposes a hybrid analytical-ML approach for
LEO satellite orbit prediction where the receiver has no prior
knowledge on the satellite’s position except for publicly avail-
able TLE files. The paper makes the following contributions:

• A hybrid analytical-ML propagator is developed in a
three-step framework: (i) refine LEO satellite’s ephemeris
via opportunistic tracking, initialized from an SGP4-
propagated TLE, using an extended Kalman filter (EKF),
(ii) train the ML propagator on the refined ephemeris
without relying on the true ephemeris as was the case in
[31], [32], and (iii) localize a receiver opportunistically
with the ML-propagated ephemeris.

• The ephemeris propagation performance of the hy-
brid analytical-ML framework is compared with that
of standalone propagators using true decoded Orbcomm
ephemeris data.

• Experimental results are presented to demonstrate the
efficacy of the proposed framework with a first pass of
an Orbcomm satellite during which the tracking to refine
the ephemeris is performed and a second pass of the
same satellite during which the opportunistic localization
performance using ML-propagated ephemeris and SGP4-
propagated ephemeris are compared.

The paper is organized as follows. Section II describes
the measurement model. Section III details the proposed
analytical-ML orbit prediction framework. Section IV presents
experimental results. Section V gives concluding remarks.

II. CARRIER PHASE MEASUREMENT MODEL

This section describes the carrier phase measurement model,
which is used to both track the LEO satellite during its first
pass and to localize the receiver from LEO satellite signals
during the second pass. A LEO receiver extracts continuous-
time carrier phase measurements from LEO satellites’ signals
by integrating the Doppler measurement over time [33]. The
carrier phase measurement (expressed in meters) made by the
receiver on the LEO satellite at time-step k, which represents
discrete-time instant tk = kT + t0 for an initial time t0, can
be modeled in discrete-time as [2]

φ(k) = ‖rr(k)− rleo(k
′)‖

2
+ c [δtr(k)− δtleo(k

′

l)] + λN

+ cδtiono(k) + cδttropo(k) + v(k), k = 1, 2, . . . (1)

where k′ represents discrete-time at tk′ = kT + t0 − δtTOF,
with δtTOF being the true time-of-flight of the signal from the
LEO satellite to the receiver; c is the speed-of-light; rr and
rleo are the receiver’s and LEO satellite’s 3-D position vectors
expressed in the same reference frame; δtr and δtleo are
the receiver’s and LEO satellite’s clock biases, respectively;
λ is the wavelength of the carrier signal transmitted by the
LEO satellite; N is the carrier phase ambiguity of the LEO
satellite carrier phase measurement; δtiono and δttropo are the
ionospheric and tropospheric delays, respectively; and v is the
measurement noise, which is modeled as a zero-mean white
Gaussian random sequence with variance σ2

φ.

Assuming no cycle slip occurs when the receiver tracks the
carrier phase (i.e., the carrier phase ambiguity remains con-
stant), the difference between the receiver and LEO satellite
clock biases and the carrier phase ambiguity are lumped into
a single term c∆δt(k), simplifying (1) as

z(k) , φ(k) = ‖rr(k)− rleo(k
′)‖2 + c∆δt(k)

+cδttropo(k) + cδtiono(k) + v(k), (2)

c∆δt(k) , c [δtr(k)− δtsv(k
′)] + λN. (3)

III. ORBIT PREDICTION FRAMEWORK

PNT with measurements from overhead satellites require
knowledge of the satellites’ ephemeris. The best estimate avail-
able publicly for a LEO satellite’s ephemeris would be from
an initial ephemeris at a given time provided by TLE files pub-
lished by NORAD, which would then be propagated through a
propagator (e.g., SGP4). However, this initial ephemeris could
be off by a few kilometers, and with SGP4 propagating the
satellite’s ephemeris through time, the error would continue to
increase, only to be corrected when a new TLE file is published
the next day. This limits the use of LEO signals for PNT, since
such large ephemerides errors translate to unacceptably large
positioning errors. The proposed framework mitigates the issue
of relying on an ephemeris that is off by several kilometers.
A base station with known position opportunistically tracks
and refines the satellite’s ephemeris when it is overhead.
Next, an NN trains on this refined ephemeris and predicts
the satellite’s future position and velocity. Finally, a receiver
with unknown position is given this predicted ephemeris to use
it to localize itself when the same satellite passes overhead.
Fig. 1 summarizes the proposed framework. The following
subsections describe each stage of the proposed framework.

First Pass:

Tracking

Satellite not in view:

Propagation

Second Pass:

Localization

Fig. 1. Proposed framework. (i) LEO satellite first pass: A terrestrial receiver
with knowledge of its position tracks the LEO satellite. The LEO satellite’s
states are initialized with SGP4-propagated TLE data, and are subsequently
estimated via an EKF during the period of satellite visibility, utilizing the
carrier phase measurements. (ii) LEO satellite not in view: an NN is trained
on the estimated ephemeris and is used to propagate the LEO satellite orbit
for the period where the satellite is not in view. (iii) LEO satellite second pass:
a terrestrial receiver with no knowledge of its position uses the ML-predicted
LEO ephemeris along with its carrier phase measurements from received LEO
signals to estimate its own position via an EKF.

A. Opportunistic Tracking
This subsection formulates the EKF utilized as the tracking

filter used to estimate the LEO satellite’s ephemeris during the
first LEO satellite pass in the proposed framework. The filter
assumes a base station with known position making carrier
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phase measurements modeled in (1). The EKF state vector is
given by

xleo =
[

r
T

leo, ṙ
T

leo, c∆δt, c∆δ̇t
]T

.

For the satellite’s time update between measurements, a
two-body model including the most significant non-zero mean
perturbing acceleration, which corresponds to J2 effects, is
adopted as the LEO satellite orbit dynamics model in the
Earth-centered inertial (ECI) reference frame. This model
offers a trade-off between accurate open-loop state prediction,
while maintaining a simple analytical Jacobian for estimation
error covariance propagation [34], and is given as

r̈leo = agrav,J2
+ w̃leo, agrav,J2

=
dUJ2

drleo
, (4)

where rleo , [xleo, yleo, zleo]
T is the 3-D position vector of

the LEO satellite in the ECI frame, agrav,J2
is the acceleration

due to Earth’s non-uniform gravity including J2 effects, UJ2

is the non-uniform gravity potential of Earth including J2
effects at the satellite, and w̃leo is a process noise vector
with power spectral density Q̃leo, which attempts to capture
the overall acceleration perturbations including the unmodeled
non-uniformity of Earth’s gravitational field, atmospheric drag,
solar radiation pressure, third-body gravitational forces (e.g.,
gravity of the Sun and Moon), and general relativity [17].

The components of agrav,J2
= [ẍgrav, ÿgrav, z̈grav]

T are

ẍgrav = −
µxleo

‖rleo‖3

[

1 + J2
3

2

(

RE

‖rleo‖

)2 (

1− 5
z2leo

‖rleo‖2

)

]

,

ÿgrav = −
µyleo
‖rleo‖3

[

1 + J2
3

2

(

RE

‖rleo‖

)2 (

1− 5
z2leo

‖rleo‖2

)

]

,

z̈grav = −
µzleo
‖rleo‖3

[

1 + J2
3

2

(

RE

‖rleo‖

)2 (

3− 5
z2leo

‖rleo‖2

)

]

,

(5)

where µ is Earth’s standard gravitational parameter and RE

is the mean radius of the Earth. The clock error dynamics are
assumed to evolve according to the standard double integrator
model, driven by process noise [2].

B. ML-Based Orbit Prediction
After refining the satellite’s ephemeris, the proposed ML

model discussed in the following subsections trains on this
ephemeris and then propagates it in time for usage in PNT.
1) Data Preparation: After tracking a satellite’s ephemeris,

this ephemeris is pre-processed for use in training the ML
model. First, the accuracy of the two-body with J2 propagation
model on a short period of time is utilized for smoothing the
tracked ephemeris. The tracked ephemeris is propagated over
the entire tracking period allowing for a smoother training
dataset and more training data points. The features selected
as input candidates for the NN are satellite’s 3-D position
{x, y, z} and velocity {ẋ, ẏ, ż}. The coordinate reference
frame chosen is the ECI frame since this eliminates the time-
varying effect of Earth’s rotation in the ECEF frame.

2) Architecture: Two NNs, depicted in Figs. 2 and 3, are
studied. The TDNN is based on a feed-forward NN (FFNN),
which simply propagates from input to output in one direction.
The time delay aspect is the NN’s outputs being fed back as
delayed inputs. Predicting a satellite’s ephemeris can be seen
as a time series prediction problem. The NARX architecture
has been shown to be highly capable of learning long-term
dependencies [35] and predicting time series [36]–[38]. The
NARX takes SGP4 propagated position states as inputs. It also
has a feedback loop where its output, the estimated ephemeris
state values, are fed back as additional input.

TDNN
ŷ(t)I0

z−1

ŷ(t)

z−1

z−1

z−1

z−1

Neural Network

x(t)

x(t− τ)

x(t− 2τ)

x(t− (N − 2)τ)

x(t− (N − 1)τ)

Fig. 2. TDNN Architecture.

TDNN
ŷ(t) ≡ ^SGP4(t)

z
−1

SPG4(t)

Fig. 3. NARX Architecture.

3) Optimization and Hyper-parameter Tuning: Next,
hyper-parameters were chosen to best fit the learned model.
Choosing the dimensions of the NN, such as how wide or
how deep it is, will greatly affect its performance and ability
to generalize, not memorize. Furthermore, since the dynamics
of the error between SGP4 propagated ephemeris (initialized
from a TLE file) and true satellite ephemeris are unknown
and appear to be nonlinear, multiple activation functions must
be investigated, including oscillatory functions (e.g., snake
function). These hyper-parameters were carefully tuned, using
a Bayesian optimization method, as well as compared with
hyper-parameters selected by a HyperBand optimizer. Addi-
tionally, the number of time-delayed inputs was varied along
with which states were fed into the NN. Finally, optimization
was performed for incrementally decreasing the learning rate
as training loss decreases, and early stopping was implemented
to avoid over-fitting. Table I summarizes the search space the
NNs were tuned on.
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TABLE I
HYPER-PARAMETER SEARCH SPACE

Parameter Value

Activation Function Linear, ReLU, Tanh, Sigmoid, Snake [39]
Hidden Layers [0,5]

Nodes per Layer [2,128]
Optimizer Adam [40], Adagrad [41], SGD, Yogi [42]

4) Results: After tuning the NN and comparing different
possible combinations of hyper-parameters, it was concluded
that a wide NN is capable of modeling SGP4-TLE ephemeris
error, and any added layers in depth for introducing higher
levels of abstraction are unnecessary. Moreover, increasing the
number of delayed inputs degrades the performance as the
dimensionality of the input increases without adding much
information to the model. An important observation to note
is that increasing the number of estimated states results in
worse estimated ephemeris. This could be attributed to the
limited size of data trained and validated on as well as the
incrementally increasing levels of accuracy and abstraction
required from the NN as more states are added. Finally, three
NNs were trained, each estimating a position state and its time
derivative. The NARX architecture given SGP4-ephemeris as
exogenous inputs offered the best orbit propagation accuracy
and therefore is chosen for the propagation step.

C. Localization
This subsection formulates the EKF used to estimate the

receiver’s position during the second LEO satellite pass in the
proposed framework. The filter assumes a stationary receiver
with unknown position and clocks. The receiver opportunisti-
cally extracts carrier phase measurements as modeled in (1).
The EKF state vector is given by

xr =
[

r
T

r , c∆δtr, c∆δ̇tr

]T

.

IV. EXPERIMENTAL RESULTS

This section demonstrates the proposed framework experi-
mentally by (i) comparing the LEO tracking performance with
a filter using the refined ML-propagated ephemeris versus
using SGP4-propagated ephemeris initialized from TLE and
(ii) localizing a stationary receiver with both ephemerides.
An Orbcomm satellite was chosen, since it transmits the
satellite’s ephemeris. Signals from Orbcomm FM107 were
collected, from which carrier phase measurements were oppor-
tunistically extracted. The satellite’s downlink signals, which
include the satellite’s true ephemeris generated by on-board
GPS receivers, were decoded for use as ground truth. Finally,
ionospheric and tropospheric delays were corrected in the
carrier phase measurements [43].

A. Experimental Setup
A very high frequency (VHF) quadrifilar helix antenna

was connected to an Ettus E312 Universal Software Radio
Peripheral (USRP) to sample Orbcomm LEO satellites’ signals

at 137-138 MHz at a sampling rate of 2.4 MSps. The USRP’s
oscillator was disciplined by an external, freely-running NI
CDA-2990 OctoClock. The recording was repeated twice to
record two consecutive passes of Orbcomm FM107 over
Irvine, California, USA. The measurements extracted from the
LEO satellite’s signals during the first pass were used to track
Orbcomm FM107 and refine its ephemeris. Then, this refined
ephemeris was used as an input to the supervised training
of the hybrid analytical-ML propagator. This propagator was
subsequently employed to propagate the ephemeris of Orb-
comm FM107 for around 100 minutes, which corresponds to
its orbital period, until the satellite is visible again overhead.
During the second pass, the measurements extracted from Or-
bcomm FM107 signals were used to opportunistically localize
the receiver, while using the hybrid analytical-ML propagated
ephemeris. The localization performance was compared to
that obtained using the SGP4-propagated TLE ephemeris.
The skyplot showing the trajectory of the satellite for both
consecutive passes is shown in Fig. 4.

EW

N

S

Fig. 4. Skyplot of satellite Orbcomm FM107 during the tracking (first pass)
and localization (second pass).

B. Tracking
A receiver with known position tracks the LEO satellite

according to the framework described in Section III-A. The
state estimates are initialized according to

x̂leo(0|0) = [rT

leo(0), ṙ
T

leo(0), z(0)− ‖rr − rleo(0)‖2 , 0]
T,

where [rT

leo(0), ṙ
T

leo(0)]
T is the satellite’s initial state given

from the SGP4-propagated ephemeris initialized from TLE.
The initial estimation error covariance was set to

Pxleo
(0|0) , diag[Pi(0|0),Pclk(0|0)]

Pi(0|0) ≡
i

bR̄(0)Pb(0|0)
i

bR̄
T(0)

i

bR̄(0) = diag[ibR(0), ibR(0)]

Pb(0|0) ≡ diag[5×105, 3×103, 105, 0.05, 0.01, 0.2]

Pclk(0|0) ≡ diag[100, 10]

where Pi and Pb are the initial error covariance in the ECI
frame and the satellite’s body frame respectively, and i

bR is
the rotation matrix from the body frame to the ECI frame.
This method initializes the estimate error covariance in the
body frame which is more intuitive than initializing in the ECI
frame, as most of the error is usually in the along-track. This
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allows to capture the elliptical nature of the error covariance
and initializes cross terms in the ECI frame which would allow
for faster and better convergence. The measurement noise
covariance was set to 0.5 m2. The satellite was tracked for 517
seconds, during which, the satellite’s position error magnitude
decreased from 980 m to 56 m. Figs. 5 and 6 show the EKF
error plots of the satellite’s ephemeris in the body frame. The
cross track direction is the least observable, which is consistent
with [44]. Fig. 7 shows the position error magnitude of the
tracked ephemeris compared to SGP4 propagated from TLE.
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Fig. 5. EKF position plots in the satellite’s body frame.
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Fig. 6. EKF velocity plots in the satellite’s body frame.

C. Propagation
Upon completion of satellite tracking, the estimated

ephemeris at the final time of tracking is considered to be
the best estimate for the satellite’s ephemeris. This ephemeris
is then back-propagated using the J2 orbit propagation model
to smooth over the tracking period. This smoothed ephemeris
is now ready to be trained on. The ML model is given the
SGP4 ephemeris propagated from TLE as exogenous input
and the tracked and smoothed ephemeris as ground truth. The
ML model then trains on this data and learns a mapping from
the SGP4-TLE ephemeris to the tracked ephemeris. Finally,
the ML model starts propagating and extrapolating satellite
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Fig. 7. Position error magnitude of SGP4 ephemeris initialized from TLE
versus tracked ephemeris.

ephemeris, taking as its input the SGP4-TLE ephemeris at
each time-step and its own outputs at previous time steps,
and outputting a corrected ephemeris at that time-step. The
ML model is propagated for 5,870 seconds until the satellite
comes back to view. The ephemeris is then further propagated
for a period of 363 seconds for this ephemeris to be used
in localization. Fig. 8 shows the position error magnitude
of the ML-propagated ephemeris and the SGP4-propagated
ephemeris during the satellite’s second pass.
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Fig. 8. Position error magnitude of SGP4 ephemeris initialized from TLE
versus propagated ephemeris through the proposed ML framework.

D. Localization Results

The framework in Section III-C was adopted to localize a
ground stationary receiver with the initial state estimates

x̂r(0|0) = [r̂T

r (0|0), z(0)−
∥

∥

∥
r̂r(0|0)− r

j
leo(0)

∥

∥

∥

2
, 0]T

where r̂r(0|0) is the receiver’s initial position estimate, which
was drawn as r̂r(0|0) ∼ N [rr,Pe(0|0)], in the ECEF frame.
The estimate c∆δt was initialized as the difference between
the initial measurement and the estimated initial range, where
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Fig. 9. Experimental results showing the initial and final 2-D stationary receiver localization errors and associated 95% uncertainty ellipses using (i) SGP4-
propagated ephemeris and (ii) ML-propagated ephemeris. Map data: Google Earth.

j ∈ {ML, SGP4} is the index of the satellite ephemeris used.
The initial error covariance matrices were set as

Pxr
(0|0) , diag[Pe(0|0),Pclk(0|0)]

Pe(0|0) ≡
e

lR̄Pl(0|0)
e

lR̄
T

Pl(0|0) ≡ diag[106, 106, 0.1]
Pclk(0|0) ≡ diag[108, 104]

where Pe(0|0) and Pl(0|0) are the initial receiver position
error covariance in the ECEF frame and the local East-North-
Up (ENU) frame, respectively, and e

lR is the rotation matrix
from the local ENU frame to the ECEF frame. This allows for
comparing with the two-dimensional (2-D) North-East error
only since the Up direction is poorly estimable from satellite
measurements only. The measurement noise covariance was
set to 0.5 m2. The receiver was localized for 363 seconds, us-
ing the ML-propagated ephemeris as the satellite’s ephemeris
in the EKF filter. The 2-D magnitude of error decreased from
an initial error of 2,219 m to 448 m. However, when the SGP4-
propagated ephemeris was utilized with the same measurement
noise covariance, the error increased to 6,718 m. Fig. 9
shows the the initial and final 2-D localization estimates and
associated 95% uncertainty ellipses using (i) SGP4-propagated
ephemeris and (ii) ML-propagated ephemeris. Fig. 10 shows
the EKF error trajectories in the ENU frame.

V. CONCLUSION

This paper proposed a hybrid analytical-ML approach for
LEO satellite orbit prediction, where the receiver has no
prior knowledge on the satellite’s position except for publicly
available TLE files. During the LEO satellite’s first pass, a
stationary receiver tracks using carrier phase measurements the
LEO satellite via an EKF initialized with SGP4-propagated
TLE. A NARX NN is trained on the estimated ephemeris,
which is then used to propagate the LEO ephemeris when
the satellite is not in view. During the LEO satellite’s second
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Fig. 10. EKF position plots for stationary localization using ML generated
ephemeris.

pass, a receiver with unknown position uses the ML-predicted
LEO ephemeris to localize itself via an EKF. Experimental
results with an Orbcomm LEO satellite are presented showing
the efficacy of the proposed framework in reducing the initial
receiver error from 2.22 km to 448 m, while the SGP4-
ephemeris localization yielded a final error of 6.7 km.

ACKNOWLEDGMENTS

This work was supported in part by the Office of Naval Re-
search (ONR) under Grants N00014-19-1-2511 and N00014-
19-1-2613, in part by the U.S. Department of Transportation
(USDOT) under Grant 69A3552047138 for the CARMEN
University Transportation Center (UTC), and in part by the
Air Force Office of Scientific Research (AFOSR) under the
Young Investigator Program award. The authors would like to
thank Sharbel Kozhaya for his help with data collection and
processing.

Authorized licensed use limited to: The Ohio State University. Downloaded on October 21,2022 at 17:06:26 UTC from IEEE Xplore.  Restrictions apply. 



REFERENCES

[1] T. Reid, T. Walter, P. Enge, D. Lawrence, H. Cobb, G. Gutt,
M. O’Conner, and D. Whelan, “Position, navigation, and timing tech-
nologies in the 21st century,” J. Morton, F. van Diggelen, J. Spilker, Jr.,
and B. Parkinson, Eds. Wiley-IEEE, 2021, vol. 2, ch. 43: Navigation
from low Earth orbit – Part 1: Concept, Current Capability, and Future
Promise, pp. 1359–1379.

[2] Z. Kassas, “Position, navigation, and timing technologies in the 21st
century,” J. Morton, F. van Diggelen, J. Spilker, Jr., and B. Parkinson,
Eds. Wiley-IEEE, 2021, vol. 2, ch. 43: Navigation from low Earth orbit
– Part 2: models, implementation, and performance, pp. 1381–1412.

[3] T. Reid, B. Chan, A. Goel, K. Gunning, B. Manning, J. Martin,
A. Neish, A. Perkins, and P. Tarantino, “Satellite navigation for the
age of autonomy,” in Proceedings of IEEE/ION Position, Location and
Navigation Symposium, 2020, pp. 342–352.

[4] A. Nardin, F. Dovis, and J. Fraire, “Empowering the tracking perfor-
mance of LEO’-based positioning by means of meta-signals,” IEEE
Journal of Radio Frequency Identification, pp. 1–1, 2021.

[5] Z. Kassas, M. Neinavaie, J. Khalife, N. Khairallah, J. Haidar-Ahmad,
S. Kozhaya, and Z. Shadram, “Enter LEO on the GNSS stage: Naviga-
tion with Starlink satellites,” Inside GNSS Magazine, vol. 16, no. 6, pp.
42–51, 2021.

[6] R. Landry, A. Nguyen, H. Rasaee, A. Amrhar, X. Fang, and H. Ben-
zerrouk, “Iridium Next LEO satellites as an alternative PNT in GNSS
denied environments–part 1,” Inside GNSS Magazine, vol. 14, no. 3, pp.
56–64, May 2019.

[7] F. Farhangian and R. Landry, “Multi-constellation software-defined
receiver for Doppler positioning with LEO satellites,” Sensors, vol. 20,
no. 20, pp. 5866–5883, October 2020.

[8] Z. Kassas, J. Morales, and J. Khalife, “New-age satellite-based naviga-
tion – STAN: simultaneous tracking and navigation with LEO satellite
signals,” Inside GNSS Magazine, vol. 14, no. 4, pp. 56–65, 2019.

[9] Q. Wei, X. Chen, and Y. Zhan, “Exploring implicit pilots for precise
estimation of LEO satellite downlink Doppler frequency,” IEEE Com-
munications Letters, vol. 24, no. 10, pp. 2270–2274, 2020.

[10] T. Mortlock and Z. Kassas, “Performance analysis of simultaneous
tracking and navigation with LEO satellites,” in Proceedings of ION
GNSS Conference, September 2020, pp. 2416–2429.

[11] F. Farhangian, H. Benzerrouk, and R. Landry, “Opportunistic in-flight
INS alignment using LEO satellites and a rotatory IMU platform,”
Aerospace, vol. 8, no. 10, pp. 280–281, 2021.

[12] M. Neinavaie, J. Khalife, and Z. Kassas, “Acquisition, Doppler track-
ing, and positioning with Starlink LEO satellites: First results,” IEEE
Transactions on Aerospace and Electronic Systems, 2021, accepted.

[13] R. Cassel, D. Scherer, D. Wilburne, J. Hirschauer, and J. Burke, “Impact
of improved oscillator stability on LEO-based satellite navigation,” in
Proceedings of ION International Technical Meeting, January 2022, pp.
893–905.

[14] C. Pinell, “Receiver architectures for positioning with low Earth or-
bit satellite signals,” Master’s thesis, Lulea University of Technology,
School of Electrical Engineering, Sweden, 2021.

[15] N. Khairallah and Z. Kassas, “An interacting multiple model estimator
of LEO satellite clocks for improved positioning,” in Proceedings of
IEEE Vehicular Technology Conference, 2022, accepted.

[16] B. Schutz, B. Tapley, and G. Born, Statistical orbit determination.
Elsevier, 2004.

[17] J. Vetter, “Fifty years of orbit determination: Development of modern
astrodynamics methods,” Johns Hopkins APL Technical Digest, vol. 27,
no. 3, pp. 239–252, November 2007.

[18] D. Vallado and P. Crawford, “SGP4 orbit determination,” in Proceedings
of AIAA/AAS Astrodynamics Specialist Conference and Exhibit, August
2008, pp. 6770–6799.

[19] North American Aerospace Defense Command (NORAD), “Two-line
element sets,” http://celestrak.com/NORAD/elements/.

[20] K. DeMars, R. Bishop, and M. Jah, “Entropy-based approach for
uncertainty propagation of nonlinear dynamical systems,” Journal of
Guidance, Control, and Dynamics, vol. 36, no. 4, pp. 1047–1057, July-
August 2013.

[21] X. Tian, G. Chen, E. Blasch, K. Pham, and Y. Bar-Shalom, “Comparison
of three approximate kinematic models for space object tracking,” in
Proceedings of International Conference on Information Fusion, 2013,
pp. 1005–1012.

[22] U. Majumder, E. Blasch, and D. Garren, Deep Learning for Radar and
Communications Automatic Target Recognition. Norwood, MA: Artech
House, 2020.

[23] Y. Wang, X. Bai, H. Peng, G. Chen, D. Shen, E. Blasch, and C. Sheaff,
“Gaussian-binary classification for resident space object maneuver de-
tection,” Acta Astronautica, vol. 187, pp. 438–446, October 2021.

[24] S. Shen, C. Sheaff, M. Guo, E. Blasch, K. Pham, and G. Chen,
“Three-dimensional convolutional neural network (3D-CNN) for satellite
behavior discovery,” in Proceedings of SPIE Sensors and Systems for
Space Applications, vol. 11755, 2021, pp. 1–18.

[25] S. Sharma and J. Cutler, “Robust orbit determination and classification:
A learning theoretic approach,” IPN Progress Report, pp. 42–203, 2015.

[26] F. Feng, Y. Zhang, H. Li, Y. Fang, Q. Huang, and X. Tao, “A novel space-
based orbit determination method based on distribution regression and
its sparse solution,” IEEE Access, vol. 7, pp. 133 203–133 217, 2019.

[27] H. Peng and X. Bai, “Limits of machine learning approach on improving
orbit prediction accuracy using support vector machine,” in Proceedings
of Advanced Maui Optical and Space Surveillance Technologies Con-
ference, 2017, pp. 1–22.

[28] H. Peng and X. Bai, “Artificial neural network–based machine learning
approach to improve orbit prediction accuracy,” Journal of Spacecraft
and Rockets, vol. 55, no. 5, pp. 1248–1260, 2018.

[29] H. Peng and X. Bai, “Comparative evaluation of three machine learning
algorithms on improving orbit prediction accuracy,” Astrodynamics,
vol. 3, no. 4, pp. 325–343, 2019.

[30] N. Salleh, S. Yuhaniz, N. Azmi, and S. Sabri, “Enhancing simplified
general perturbations-4 model for orbit propagation using deep learning:
a review,” in Proceedings of International Conference on Software and
Computer Applications, 2019, pp. 5937–5941.

[31] T. Mortlock and Z. Kassas, “Assessing machine learning for LEO
satellite orbit determination in simultaneous tracking and navigation,”
in Proceedings of IEEE Aerospace Conference, March 2021, pp. 1–8.

[32] S. Kozhaya, J. Haidar-Ahmad, A. Abdallah, Z. Kassas, and S. Saab,
“Comparison of neural network architectures for simultaneous tracking
and navigation with LEO satellites,” in Proceedings of ION GNSS
Conference, September 2021, pp. 2507–2520.

[33] P. Misra and P. Enge, Global Positioning System: Signals, Measurements,
and Performance, 2nd ed. Ganga-Jamuna Press, 2010.

[34] J. Morales, J. Khalife, U. Santa Cruz, and Z. Kassas, “Orbit modeling
for simultaneous tracking and navigation using LEO satellite signals,” in
Proceedings of ION GNSS Conference, September 2019, pp. 2090–2099.

[35] T. Lin, B. Horne, P. Tino, and C. Giles, “Learning long-term dependen-
cies in NARX recurrent neural networks,” IEEE Transactions on Neural
Networks, vol. 7, no. 6, pp. 1329–1338, 1996.

[36] H. Siegelmann, B. Horne, and C. Giles, “Computational capabilities of
recurrent NARX neural networks,” IEEE Transactions on Systems, Man,
and Cybernetics, Part B (Cybernetics), vol. 27, no. 2, pp. 208–215, 1997.

[37] H. Xie, H. Tang, and Y. Liao, “Time series prediction based on NARX
neural networks: An advanced approach,” in Proceedings of IEEE
International Conference on Machine Learning and Cybernetics, vol. 3,
2009, pp. 1275–1279.

[38] J. Menezes, P. Maria, and G. Barreto, “Long-term time series prediction
with the NARX network: An empirical evaluation,” Neurocomputing,
vol. 71, no. 16-18, pp. 3335–3343, 2008.

[39] L. Ziyin, T. Hartwig, and M. Ueda, “Neural networks fail to learn
periodic functions and how to fix it,” Advances in Neural Information
Processing Systems, vol. 33, pp. 1583–1594, 2020.

[40] D. Kingma and J. Ba, “Adam: A method for stochastic optimization,”
arXiv preprint arXiv:1412.6980, 2014.

[41] J. Duchi, E. Hazan, and Y. Singer, “Adaptive subgradient methods
for online learning and stochastic optimization,” Journal of Machine
Learning Research, vol. 12, no. 7, pp. 2121–2159, 2011.

[42] M. Zaheer, S. Reddi, D. Sachan, S. Kale, and S. Kumar, “Adaptive
methods for nonconvex optimization,” in Proceedings of International
Conference on Neural Information Processing Systems, vol. 31, 2018,
pp. 9815–9825.

[43] J. Khalife, M. Neinavaie, and Z. Kassas, “Navigation with differential
carrier phase measurements from megaconstellation LEO satellites,” in
Proceedings of IEEE/ION Position, Location, and Navigation Sympo-
sium, April 2020, pp. 1393–1404.

[44] N. Khairallah and Z. Kassas, “Ephemeris closed-loop tracking of LEO
satellites with pseudorange and Doppler measurements,” in Proceedings
of ION GNSS Conference, September 2021, pp. 2544–2555.

Authorized licensed use limited to: The Ohio State University. Downloaded on October 21,2022 at 17:06:26 UTC from IEEE Xplore.  Restrictions apply. 



The Ohio State University
2023 Publications

Title
A Look at the Stars: Navigation with Multi-Constellation LEO Satellite Signals of Opportunity

Journal
Inside GNSS Magazine, (18)4

Authors
Kassas, Z.  
Kozhaya, S.
Saroufim, J.
Kanj, H.
Hayek, S.

Publication Date
2023-08



Published by utonomous Media

WORKING PAPERS | The EC’s JRC completes tests with viable alternatives to GNSS
GNSS SOLUTIONS | Supporting multi-tier GNSS augmentation with HELMET

OPPORTUNISTIC 
NAVIGATION
WITH LEO

July/August 2023 | Engineering Solutions from the Global Navigation Satellite System Community | www.insidegnss.com



38 J U L Y / A U G U S T  2 0 2 3 www.insidegnss.com

LEO satellite signals of opportunity 
(SOPs) from four LEO satellite constel-
lations (Starlink, OneWeb, Orbcomm and 
Iridium) and provides an overview of a 
LEO-agnostic opportunistic navigation 
receiver, which assumes no prior knowl-
edge of the LEO downlink signals. The 
receiver is capable of acquiring and track-
ing unknown LEO satellite signals in a 
blind fashion, producing Doppler naviga-
tion observables with Hz-level accuracy. 
A differential simultaneous tracking 
and navigation (DSTAN) framework is 
developed to deal with the poorly known 
nature of LEO satellite ephemerides and 
unknown clock errors. 

Experimental navigation results on a 
stationary receiver and a ground vehicle 
also are presented. For the stationary 
receiver, starting with an initial estimate 
about 3,600 km away, by exploiting signals 
from 4 Starlink, 2 OneWeb, 1 Orbcomm, 
and 1 Iridium, a final 2D position error of 
5.1 m was achieved. The ground vehicle, 
equipped with an industrial-grade inertial 
measurement unit (IMU) and an altimeter, 
traversed 1.03 km in 110 seconds (GNSS 
signals were only available for the first 0.11 
km). By exploiting signals from 4 Starlink, 

We are witnessing a renewed 
space race. From technology 
giants, to startups, to govern-

ments, everyone is claiming a stake in 
launching their own low Earth orbit (LEO) 
satellite constellation. These constellations 
promise to transform our daily lives, offer-
ing broadband connectivity anywhere on 
Earth, and will benefit scientific inquiry in 
fields such as remote sensing. However, not 
all such constellations are created equal. 
So-called mega-constellations compris-
ing tens of thousands of satellites are on 
their way to becoming a reality. SpaceX’s 
Starlink is the clear frontrunner, with the 
ambitious plan to deploy nearly 12,000 
LEO satellites. These constellations will 
be welcomed by current constellations 
inhabiting LEO, and collectively they 
could usher in a new era for positioning, 
navigation and timing (PNT).

This article presents current state-of-the-
art PNT results with multi-constellation 

Experimental and simulation results from Starlink, OneWeb, Orbcomm and Iridium 
LEO satellite constellations are presented, demonstrating the effi  cacy and tremendous 
promise the proposed LEO-agnostic blind opportunistic navigation frameworks.

1 OneWeb, 2 Orbcomm, and 1 Iridium, 
the 3D position root-mean squared error 
(RMSE) and final 3D error of DSTAN 
were 9.5 m and 4.4 m, respectively. These 
results represent the first exploitation of 
unknown OneWeb LEO satellite signals 
for PNT purposes and the first multi-
constellation LEO PNT with Starlink, 
OneWeb, Orbcomm and Iridium satellites. 

The article concludes by presenting 
simulation results serving as a peak to 
the future when Starlink and OneWeb 
constellations are deployed. DSTAN 
could achieve decimeter-level and meter-
level accuracy with pseudorange and 
Doppler measurements, respectively, 
over a 23-km trajectory without GNSS.

LEO Satellites: The Benefits and Challenges
Mega-constellations of LEO satellites 
are being born (e.g., Starlink, OneWeb 
and Kuiper), joining existing LEO con-
stellations (e.g., Orbcomm, Globalstar, 
Iridium, among others) [1]. These satel-
lites will shower the Earth with a plethora 
of signals, diverse in frequency and direc-
tion, which could be used for PNT in a 
dedicated fashion or opportunistically. 
Figure 1 depicts the four LEO satellite 
constellations considered in this article.

To compensate for the limitations 
of GNSS, researchers have studied the 
exploitation of terrestrial SOPs for PNT 
over the last decade [2]. Exploiting SOPs 
did not stay Earthly, as LEO satellites 
have received considerable attention re-
cently as potential SOPs. Several theoreti-
cal and experimental studies have been 
conducted on LEO-based PNT [3-5].

LEO satellites possess desirable at-
tributes for PNT: (i) they are around 
20 times closer to Earth compared to 
GNSS satellites that reside in medium 
Earth orbit (MEO) and could yield sig-
nificantly higher carrier-to-noise ratio 
(CNR); (ii) they are becoming abundant 
as tens of thousands of broadband in-
ternet satellites are expected to be de-
ployed into LEO; and (iii) they transmit 
in different frequency bands and are 
placed in varying orbits, making LEO 
satellite signals diverse in frequency 
and direction. However, exploiting LEO 
satellite signals for PNT purposes in 
an opportunistic fashion comes with 
challenges, as they are owned by private 
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FIGURE 1 LEO satellite constellations Starlink, OneWeb, Orbcomm and Iridium.
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operators that typically do not disclose 
crucial information about the satellites’ 
ephemerides, clock synchronization and 
stability, and signal specifications.

LEO Satellite Signal Model
To exploit the unknown signals transmit-
ted by LEO satellites, this article relies on 
the existence of repetitive sequences (also 
known as beacon) in their transmitted 
signals. The continuous-time baseband 
signal model at the receiver’s front-end 
after propagating in an additive white 
Gaussian channel (AWGN) is expressed as

(1)

where rk(t) is the received signal at 
tk=t0+kT0, where t0 is an initial time, k∈

 is a discrete index (referred to as sub-ac-
cumulation index), T0 is the beacon length, 
s(t) is the beacon, and τk (t) is the appar-
ent delay between the transmitted signal 
and the received signal at the receiver’s 
antenna (also known as the code phase). 
The apparent delay is the composition of 
multiple effects: (i) the time-of-flight along 

the line-of-sight between the transmitter 
and receiver, (ii) combined effect of the 
transmitter’s and receiver’s clock biases, (iii) 
ionospheric and tropospheric delays, and 
(iv) other unmodeled errors. Moreover, θk(t)
is the carrier phase, which is related to the 
code phase by θk (t)=-2πfc τk (t), where fc is 
the carrier frequency of the transmitted 
signal. Finally, nk (t) is the sequence of the 
lumped channel noise and random user 
data. It is important to note the channel 
between the LEO satellite and the op-
portunistic receiver is highly dynamic, 
thus, high Doppler shift and rate will be 
observed by the receiver.

Blind Doppler Tracking and Navigation 
Beacon Estimation
To deal with the unknown time-vary-
ing parameters modulating the re-
ceived navigation beacon s(t), a blind 
estimation framework was proposed 
in [6] to track the Doppler as well as 
estimate the change in the code and 
carrier phase. The main idea behind 
this blind Doppler tracker is that the 

FIGURE 2 Block diagram of blind Doppler tracker.

repetitive beacon present in the trans-
mitted signal exhibits a prominent fea-
ture in the received signal’s spectrum. 
This blind estimator uses the initial 
received spectrum as a template and 
cross-correlates it with the upcoming 
sub-accumulations to keep track of the 
change in Doppler as well as to refine the 
estimated beacon spectrum. Working 
initially in a non-coherent fashion in the 
frequency-domain alleviates the need 
to deal with the complexity invoked 
by working in a code-carrier coherent 
fashion. In other words, the Doppler 
manifests as compression and dilation 
in the time-domain, as well as high drift 
in the code phase between consecutive 
sub-accumulation. These effects cannot 
be neglected when increasing the coher-
ent processing interval and estimating 
the navigation beacon.

Figure 2 shows the block diagram of 
the blind Doppler estimator, where r–k [n]
denotes the received signal after base-
band mixing and filtering; NCO denotes 
a numerically-controlled oscillator; and 
Rk [f] and S

∧

k [f] are the fast Fourier trans-
form (FFT) of rk [n] and s[n], respectively.

After successful Doppler and code 
phase tracking and wiping off the ef-
fect of the time-varying quantities in 
(1) using the proposed blind tracker, the 
received signal can be readily expressed 
as a linear model y=Hx+w. Based on 
this observation model, the beacon can 
be estimated (e.g., using least-squares). 
Additional details can be found in [6].

Navigation Beacon of Starlink,
 OneWeb Orbcomm and Iridium 
LEO Constellations
This section presents experimental re-
sults demonstrating successful beacon 
estimation and blind Doppler tracking 
for four LEO constellations, namely 
Starlink, OneWeb, Orbcomm and 
Iridium, which transmit their downlink 
signals according to the specifications 
summarized in Table 1.

Starlink LEO Constellation
The signal capture setup for Starlink 
used the NI-USRP x410 to collect raw 
IQ measurements. The sampling rate 
was set to 500 MHz and the carrier fre-
quency was set to 11.325 GHz, which is 

LEO

FIGURE 3 Correlation of received data against a local beacon replica for: (a) Starlink, (b) 
OneWeb, (c) Orbcomm and (d) Iridium.
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roughly at the center of one of Starlink's downlink channels 
in the Ku band. According to the Federal Communications 
Commission (FCC), the Starlink user downlink signal spectrum 
spans the 10.7 to 12.7 GHz frequency band. This spectrum 
is dissected into eight equidistant channels, each with an 
effective bandwidth of 240 MHz. The period of the repetitive 
sequence was determined by inspecting the auto-correlation 
function of a data snapshot that entails many frames. The 
repetitive sequence present in the frames of the data snapshot 
induces an impulse train in the auto-correlation function 
with spacing that was recorded to be equal to 4/3 ms. The 
NI-USRP x410 was set to record for a duration of 900 seconds. 
The proposed framework was used to acquire and track the 
signals present in the collected data.

OneWeb LEO Constellation
The signal capture setup for OneWeb downlink signals was 
the same as Starlink, with the sampling rate set to 50 MHz 
and the carrier frequency set to 11.075 GHz. According to 
the FCC, OneWeb’s user downlink signal spectrum spans 
the 10.7 to 12.7 GHz frequency band. This spectrum is dis-
sected into eight equidistant channels, each with absolute 
bandwidth of 250 MHz. The repetitive sequence period was 
estimated to be 10 ms from the data snapshot auto-correlation 
function. The proposed blind beacon estimation framework 
was capable of estimating a repetitive sequence that can be 
used to generate Doppler and code phase observables.

Orbcomm LEO Constellation
The proposed blind beacon estimation method was applied 
to downlink Orbcomm LEO satellite signals. To this end, a 
stationary NI-USRP E312 was equipped with a commercial 
Orbcomm antenna to receive signals in the VHF band. The 
sampling rate was set to 2.4 MHz and the carrier frequency 
was set to 137 MHz. The duration of the recorded data was 
900 seconds. Orbcomm satellites transmit at a predefined 
set of frequency pairs in the user downlink spectrum with 
an effective channel bandwidth of 4.8 kHz. After collection, 
the Orbcomm signal was fed to the proposed blind beacon 
estimator and Doppler tracker.

Iridium LEO Constellation
An NI-USRP E312 was used to capture raw signal mea-
surements received by a commercial Iridium antenna. The 

Parameter Starlink OneWeb Orbcomm Iridium

Bandwidth 240 MHz 230 MHz 4.8 kHz 31.5 kHz

Beacon length 4/3 ms 10 ms 1 s 90 ms

Active satellites 3,660 542 36 66

Modulation OFDM OFDM SD-QPSK DE-QPSK

Frequency band Ku, Ka Ku, Ka VHF L

Number of channels 8 8 2 240

Number of beams ≈ 48 16 N/A 48

Altitude [km] 550 1,200 750 780

TABLE 1 Comparison of LEO constellation’s signal parameters.
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sampling rate was set to 2.4 MHz, the 
carrier frequency was set to 1626.2708 
MHz in the L band, which coincides 
with the ring alert (RA) channel of 
Iridium satellites, and the total cap-
ture duration was 600 seconds. Iridium 
satellites employ both time division 
multiple access (TDMA) and frequency 
division multiple access (FDMA). The 
Iridium spectrum consists of multiple 
channels, namely, the RA, paging chan-
nel, voice channel, and duplex user 
channels. The RA channel bandwidth 
is 41.667 kHz, and the beacon period 
is 90 ms.

The captured samples from the four 
LEO constellations were processed 
via a software-defined radio imple-
mentation (SDR) of the proposed 
blind Doppler tracking framework 
discussed in [6].

Despite each LEO constellation 
adopting different modulation and 
multiple-access strategies, the success 
of the proposed LEO-agnostic navigation 

beacon estimation framework is evident 
in Figure 3, which shows consistent re-
petitive cross-correlation peaks between 
the received signal and locally-generated 
beacon for Starlink, OneWeb, Orbcomm 
and Iridium.

Positioning with Multi-Constellation 
LEO Satellites
This section presents a multi-constella-
tion positioning solution using signals 
from Starlink, OneWeb, Orbcomm 
and Iridium LEO constellations. The 
carrier phase navigation observables 
produced by the proposed blind bea-
con estimation and Doppler tracking 
framework are used to localize a sta-
tionary receiver.

Carrier Phase Measurement Model
Let i∈[1,L] denote the satellite’s index, 
where L is the total number of satellites. 
The carrier phase observable Φk(k) ob-
tained by integrating the Doppler mea-
surement to the i-th satellite at time-step 

k, expressed in meters, is modeled as

(2)

where rr is the stationary receiver’s 3D 
position vector in the East-North-Up 
(ENU) frame; rSV,i is the i-th satellite’s 
3D position vector in the ENU frame; 
δtr and δtSV,i are the receiver’s and i-th 
satellite’s clock biases, respectively; δtrop,i 
and δiono,i are the ionospheric and tro-
pospheric delays between the receiver 
and i-th satellite, respectively; c is the 
speed-of-light; λi is the wavelength of 
the i-th satellite’s signal; Ni is the carrier 
phase ambiguity between the receiver 
and i-th satellite; and νi is the mea-
surement noise, which is modeled as a 
discrete-time zero-mean white sequence 
with variance σ2

Φ,i. 
In Equation 2, the time index k' rep-

resents discrete time-step tk=t0+kT0–
δtTOF,i, where δtTOF,i is the time-of-flight 
of the signal from the i-th satellite to 
the receiver. This article assumes k'≈k 
to simplify the formulation of nonlinear 
least-squares positioning. This approxi-
mation introduces an error in the LEO 
satellite position and clock bias. The 
error introduced by this approximation 
in the LEO satellite position is negligible 
compared to the position error in two-
line element (TLE) files, which can be 
as high as a few kilometers. The receiver 
and LEO satellite clock error states (bias 
and drift) are modeled according to the 
standard double integrator model [4]. 
These terms will be lumped together 
and approximated as a f irst-order 
Taylor series expansion (TSE). Under 
these assumptions, Equation 2 can be 
approximated as 

(3)

where ai c. (δtr–δtSV,i +δtrop,i+δiono,i), 
and bi c. (δ⋅tr–δ⋅tSV,i +δ⋅ trop,i+δ⋅ iono,i) are 
the zero- and first-order TSE terms, 
respectively, of the lumped clock errors 
and atmospheric delays.

Tracking Results
Signals from 4 Starlink, 2 OneWeb, 1 
Orbcomm, and 1 Iridium LEO satel-
lites were collected. Figure 4(a) shows 
the skyplot of the LEO satellites, while 
Figure 4(b) shows the hardware used for 

FIGURE 4 (a) Skyplot of 4 Starlink, 2 OneWeb, 1 Orbcomm and 1 Iridium LEO satellites.

FIGURE 5 Top: Doppler shift profi les for OneWeb, Starlink, Iridium and Orbcimm LEO 
satellitess. Solid curves denote the estimated Doppler from the proposed framework, while 
dotted curves denote the predicted Doppler from TLE+SGP4. Bottom: Doppler error during 
the tracking period of each satellite.

LEO
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data collection. The hardware included: 
(i) a low-noise block (LNB) with conver-
sion gain of 50 dB and noise figure of 
2.5 dB connected to a Ku-band 60 cm 
parabolic offset dish with a gain of 30 
dBi to receive Starlink and OneWeb 
satellite signals, (ii) a commercial 
Orbcomm antenna and (iii) a com-
mercial Iridium antenna.

Tracking results of eight different 
satellites are shown in Figure 5. The 
top row in the figure shows the esti-
mated (dashed) versus the TLE+SGP4-
predicted (solid) Doppler shift profile 
for each tracked satellite. The bottom 
row shows the Doppler error during the 
tracking period. It is worth noting that 
even though the studied LEO constel-
lations suffer from high Doppler (up to 
~250 kHz), the blind Doppler tracking 
framework was able to track the Doppler 
with an error less than 10 Hz.

Positioning Solution
Next, a batch nonlinear least-squares 
estimator was employed using mea-
surements from all LEO satellites to 
estimate the stationary receiver. The 
satellite positions were obtained from 
TLE files and an SGP4 orbit determina-
tion software. The TLE epoch time was 
adjusted for each satellite to account for 
ephemeris errors. This was achieved by 
minimizing the carrier phase residuals 
for each satellite [7]. The estimator’s 
formulation is described in [6]. The re-
ceiver's initial position estimate was set 
on the roof of the Engineering parking 
structure at the University of California, 
Irvine, approximately 3,600 km away 
from the true position, which was on 
the roof of The Ohio State University’s 
ElectroScience Laboratory (ESL) in 
Columbus, Ohio. Figure 6 summarizes 
the positioning results. Specifically, 
Figure 6(a) shows the trajectories of the 
eight satellites from the four LEO con-
stellations, Figure 6(b) shows the initial 
position estimate versus true receiver’s 
position, and Figure 6(c) shows the true 
and estimated receiver's position. The 
final 3D position error was found to 
be 5.8 m, while the 2D position error 
was 5.1 m (i.e., upon considering only 
the east and north coordinates in the 
ENU frame).

Simultaneous Tracking and 
Navigation with Differential 
Measurements
Today’s vehicular navigation 
systems rely on a GNSS-aided 
inertial navigation system 
(INS). This GNSS/INS inte-
gration, which can be loose, 
tight, or deep, provides a navi-
gation solution that benefits 
both the short-term accuracy 
of the INS and the long-term 
stability of GNSS [8]. In the 
STAN framework [9], LEO 
satellite signals are oppor-
tunistically exploited to pro-
duce navigation observables 
as an INS-aiding source, thus 
serving as a complement or 
even an alternative to GNSS 
signals. GNSS satellites are 
equipped with highly stable 
atomic clocks, are synchro-
nized across the constellation 
network, and transmit their 
ephemeris data and clock er-
rors to the user in their navi-
gation message. In contrast, 
LEO satellites do not possess 
the aforementioned attributes because 
they are not designed for PNT pur-
poses. Their on-board clocks are not 
necessarily of atomic standard nor 
as tightly synchronized. Moreover, 
they do not publicly transmit their 
ephemeris and clock error data in their 
proprietary signals. 

To overcome these challenges, the 
STAN framework was proposed, in 
which the navigating vehicle’s states 
are simultaneously estimated with 
the states of the LEO satellites [9-12]. 
STAN employs a filter, e.g., an extended 
Kalman filter (EKF), to aid the vehi-
cle’s INS with navigation observables 
extracted from LEO satellites’ signals 
in a tightly coupled fashion. 

Differential positioning is a multiple-
receiver PNT technique that entails 
computing corrections at a known 
base station to improve the position-
ing solution at an unknown rover [13-
14]. To compensate for common mode 
errors, namely LEO space vehicle (SV) 
ephemerides, LEO SV clocks, and 
ionospheric and tropospheric delays, 

FIGURE 6 Positioning results with Starlink, OneWeb, 
Orbcomm and Iridium LEO constellations: (a) LEO 
satellite trajectories. (b) Initial and fi nal estimated 
positions. (c) Final errors relative to receiver’s true 
position.

DSTAN was proposed to incorporate 
additional measurements extracted from 
the same LEO satellites from known 
base station(s), which are communicated 
to the navigating vehicle as shown in 
Figure 7 [15].

Measurement Models
This subsection describes the LEO satel-
lite receiver pseudorange and Doppler 
measurement models. The differen-
tial pseudorange measurement model 
across the rover and the base at time-
step k, which represents discrete-time 
at tk=t0+kT0 for an initial time t0 and 
sampling time T0, is defined as

(4)

where ρl
(R) and ρl

(B) are the pseudorange 
measurements at the rover and base 
station, respectively, to the l-th LEO 
satellite; rr,R, rr,B, and rleo,l are the rover, 
base, and LEO satellite position vectors, 
respectively; c is the speed of light; δtr

(R,B)

is the clock bias difference between the 
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rover and the base; and 
are tropospheric and ionospheric delay 
differences between the rover and the 
base from the l-th LEO satellite, re-
spectively; and νρ,l

(R,B) is the pseudorange 
measurement noise difference between 
the rover and the base. The Doppler 

measurement fD extracted by the LEO 
receiver is related to the pseudorange 
rate measurement  where fC
is the LEO SV carrier frequency. The 
differential pseudorange rate measure-
ment model across the rover and the 
base is defined as

(5)

Where ρ⋅ l
(R) and ρ⋅ l

(B) are the pseudorange 
rate measurements at the rover and base 
station, respectively, to the l-th LEO 
satellite; r⋅r,R, r⋅r,B, and r⋅leo,l are the rover, 
base, and LEO satellite velocity vectors, 
respectively; δ⋅tr

(R,B) is the clock drift dif-
ference between the rover and the base; 

 and  are tropospheric and 
ionospheric delay rate differences be-
tween the rover and the base from the l-th 
LEO satellite, respectively; and  is 
the pseudorange rate measurement noise 
difference between the rover and base.

Filter Formulation
Figure 8 shows the block diagram of the 
DSTAN framework. The vehicle’s state 
vector xr consists of the vehicle’s body 
frame orientation with respect to the 
Earth-centered Earth-fixed (ECEF) ref-
erence frame ebq, the vehicle’s 3D position rr
and velocity r⋅r in ECEF, and the gyroscope 
bgyr and accelerometer bacc biases, namely,

(6)

The clock state vector consists of the 
relative clock bias and drift difference 
between the rover and all bases, i.e.,

(7)

The l-th LEO satellite’s state vector xleo,l
consists of its 3D position and velocity, 
expressed in the ECEF reference frame

(8)

The state vector estimated in the 
DSTAN EKF is formed by augmenting 
the vehicles’ states, clock states and each 
LEO satellite’s states, namely,

(9)

Ground Vehicle Navigation 
with LEO-aided DSTAN
This section presents experimental re-
sults demonstrating the performance 
of ground vehicle navigation with 4 
Starlink, 1 OneWeb, 2 Orbcomm and 
1 Iridium LEO satellites via the DSTAN 
framework. The vehicle traversed a 1.03 

FIGURE 7 DSTAN framework: N base stations with known positions and a rover (UAV) with 
unknown states make pseudorange or Doppler measurements to the same L LEO SVs.
The base stations transmit a data packet containing the base’s position rr,B and its 
pseudorange ρl

(B) (k) or Doppler fD
(B)(k) measurements to all LEO SVs along with the 

measurements’ standard deviation σ (B)
(ρ,l) (k) and σ (B)

(ρ⋅,l)(k), respectively. The rover aids 
its onboard inertial measurement unit (IMU) with diff erential measurements and 
navigates while estimating its own states simultaneously with the LEO SVs’ states.

FIGURE 8 LEO-aided INS DSTAN framework. 

FIGURE 9 Navigating rover’s hardware setup.

LEO
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km trajectory in 110 sec-
onds, while a differential 
base station with known 
position was set up at the 
ElectroScience Lab at The 
Ohio State University, 
about 1.5 km away from 
the vehicle. The vehicle was 
equipped with a Septentrio 
AsteRx SBi3 Pro+ integrated 
GNSS-INS system with an 
industrial-grade IMU and 
an altimeter, which pro-
vided the ground truth. The 
vehicle was also equipped 
with antennas and radio fre-
quency front ends to receive 
LEO signals. Figure 9 shows 
the vehicle’s hardware setup. 
The base station’s setup is 
the same as the one shown 
in Figure 4.

LEO satellite signals from 
the four constellations were 
collected at the base station 
and the rover (ground vehicle) and were 
used to generate Doppler navigation 
observables from the receiver presented 
in [6]. GNSS signals were available for 
the first 7 seconds of the experiment 
but were virtually cut off for the last 
103 seconds, during which the vehicle 
traversed a 0.92 km distance. Figure 10 
shows the LEO satellites’ trajectories, 
relative distance between the base and 
rover, and the ground truth trajectory 
traversed by the rover versus the GNSS-
INS and DSTAN navigation solutions.

Simulation Results: 
A Sneak Peak to the Future
This section presents simulation results 
via a high fidelity simulator demon-
strating the potential of DSTAN with 
14 Starlink, 11 OneWeb, 3 Iridium, and 
1 Orbcomm LEO satellites.

Simulation Overview
The simulation considered a fixed-
wing aerial vehicle that traveled a 28 
km trajectory for 300 seconds over 
Columbus, Ohio. The vehicle was 
equipped with a tactical-grade IMU, an 
altimeter, a GNSS receiver and a LEO 
receiver that produced pseudorange and 
Doppler measurements. The simulated 

environment also included three base 
stations equipped with LEO receivers 
that produced pseudorange and Doppler 
observables that were communicated to 
the aerial vehicle along with the base po-
sitions and measurement noise variances. 

The mean baseline distances between 
the aerial vehicle along its simulated 
trajectory and the three base stations 
was 5.37, 6.01 and 4.84 km. GNSS signals 
were made available to the aerial vehicle 
for the first 60 seconds of f light time, 
during which GNSS measurements were 
fused with the INS in a loosely coupled 
fashion. The LEO observables were used 
to refine the estimates of the LEO SVs 
ephemerides and the rover-base(s) clock 
differences. During the last 240 seconds, 
GNSS signals were made unavailable to 
the vehicle, which operated in STAN 
mode. The altimeter measurements and 
LEO observables aided the on-board 
INS, while simultaneously estimating 
the LEO SVs’ ephemerides and clock dif-
ferences. The LEO satellite trajectories 
were generated via Analytical Graphics 
Inc. (AGI) Systems Tool Kit (STK) using 
a High-Precision Orbit Propagator 
(HPOP). The LEO SVs, consisting of 
14 Starlink, 11 OneWeb, 3 Iridium, and 
1 Orbcomm satellites, were found to be 

FIGURE 10 (a) LEO satellite trajectories of 4 Starlink, 1 
OneWeb, 2 Orbcomm, and 1 Iridium LEO satellites whose 
signals were exploited for ground vehicle navigation, (b) 
relative distance between the base and rover (ground 
vehicle), (c) navigation results: ground truth trajectory 
(blue), GNSS-aided INS (red), and DSTAN LEO-aided INS 
(green).

Total No GNSS

Distance [km] 1.03 0.92

Time [s] 130 123

GNSS-
INS

LEO-INS 
DSTAN

Position RMSE [m] 788 9.5

Final Error [m] 1,877 4.4

TABLE 2 Summary of experimental results.

FIGURE 11 Simulated satellite trajectories.

visible from Columbus on January 9, 
2023, at 17:00 UTC. The orbits of these 
SVs are shown in Figure 11.

Pseudorange and Doppler measure-
ments were generated from the aerial 
vehicle and the three base stations to all 
visible LEO satellites. The measurement 
noise variances were calculated based 
on the predicted CNR ratio according 
to the log distance path loss model de-
scribed in [13].

To demonstrate the benefit of the 
DSTAN framework, two cases were 
considered:

1. Standalone STAN: The aerial vehicle
relied solely on the LEO observables that 
were extracted from its LEO receiver.

2. Differential STAN: The aerial ve-
hicle differenced its LEO measurements 
from those communicated from one, 
two or three base stations.

Both configurations were simulated 
using pseudorange or Doppler observ-
ables from the LEO receivers. Table 3
summarizes the achieved results.

Results and Discussion
The simulation environment is depicted 
in Figure 12, showing the base station 
locations and the aerial vehicle’s ground 
truth and estimated trajectories via the 
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GNSS-aided INS, STAN-aided INS, and 
3-base DSTAN-aided INS frameworks.

Figure 13 and Figure 14 compare the EKF 
errors and associated ±3σ bounds of the 
aerial vehicle’s position and velocity states 
in the East and North directions of GNSS-
INS, STAN, and one base DSTAN with 
(i) LEO pseudorange-aided INS and (ii) 
LEO Doppler-aided INS, respectively. As 
expected, it can be seen that the GNSS-INS 
errors quickly diverge after GNSS cutoff. 
In contrast, the STAN errors diverge at a 
slower rate, while DSTAN significantly 
reduces the divergence rate. The errors 
of pseudorange-aiding were smaller 
than Doppler-aiding. Note that altimeter 

measurements provided non-
diverging errors in the up direc-
tion in all configurations.

Figure 15 and Figure 16 show 
the effect of incorporating 
additional base stations on 
the navigation solution with 
pseudorange and Doppler 
measurements, respectively. 
The addition of the first base 
leads to significantly tighter 
position error uncertainty 
bounds, while this improve-
ment gradually decreases with 
the incorporation of the second 
and third base stations.

This significant improvement in the 
navigation solution presented by the dif-
ferential framework can be attributed to 
(i) elimination of the LEO satellite clock 
states from the EKF vector, (ii) additional 
information provided by the measure-
ments of base stations whose positions 
are known, and (iii) compensation of 
LEO SVs’ ephemerides errors. 
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Abstract

The ability of different neural networks to mitigate multipath signals for opportunistic navigation with downlink
5G signals is assessed. Two neural networks, namely feed-forward neural networks (FFNNs) and time-delay neural
networks (TDNNs), are designed to learn multipath-induced errors on a 5G receiver’s code phase estimate. The
neural networks use inputs from the autocorrelation function (ACF) to learn the errors in the code phase estimate of
a conventional delay-locked loop (DLL). A ray tracing algorithm is used to produce high fidelity training data that
could model the dynamics between the line of sight (LOS) component and the non-line of sight (NLOS) components.
Cross-validation methods are used on FFNNs to examine the sensitivity of the out-of-sample error on the number of
hidden layers, number of neurons per layer, and regularization constant that limits the complexity of the hypothesis
space. Moreover, TDNNs with varying access to the time history of the ACF taps are assessed. Experimental results
in a multipath-rich environment are presented demonstrating that the proposed TDNN achieved ranging root-mean
squared error (RMSE) reduction of 27.1% compared to a conventional DLL.
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I. Introduction

Accurate and reliable positioning, navigation, and timing (PNT) is a crucial enabler of autonomy. For decades, global
navigation satellite systems (GNSS) have been the leading providers of PNT. However, as more semi-autonomous and
fully-autonomous systems started depending on GNSS for PNT, the vulnerabilities of GNSS signals have become
more apparent. Their severe attenuation indoors and in deep urban canyons and susceptibility to unintentional
interference, intentional jamming, and malicious spoofing [1–4] prove to be critical limitations standing in the way
of autonomy. Recently, considerable attention has been devoted to exploiting ambient radio frequency signals of
opportunity (SOPs) [5], such as cellular, AM/FM radio, satellite communication, digital television, and Wi-Fi, as a
standalone alternative to GNSS or to complement GNSS-based navigation [6–15]. Among the different SOPs, cellular
5G signals are particularly attractive due to their ubiquity, geometric diversity, high received signal power, and large
bandwidth [16–24].

The positioning capabilities of 5G systems have been studied over the past few years. Different approaches have been
proposed, in which direction-of-arrival (DOA), direction-of-departure (DOD), time-of-arrival (TOA), or combination
thereof is used to achieve accurate positioning from 5G signals. The study in [25] derived the Cramer-Rao bound
on position and orientation estimation uncertainty, as well as presented an algorithm that achieves the bound for
average to high signal-to-noise ratio. In [26], the capability of massive multiple-input multiple-output (mMIMO)
systems in providing very accurate localization when relying on DOA was studied. The work in [27] presented an
algorithm to mitigate the near-field errors in angular positioning with 5G system. A compressed sensing approach
was proposed to address the limitations of DOA in mMIMO systems in the presence of multipath, showing the
potential of achieving submeter accuracy in a simulated environment. In contrast to the aforementioned approaches,
[21,28] were the first to present experimental navigation results on a ground vehicle, achieving meter level accuracy.

Given the low elevation angles from which cellular signals are received, these signals suffer from non-LOS and
multipath conditions [29]. While these are not too problematic for communication purposes, they can induce very
large errors when used for positioning purposes. Multipath signals distort the autocorrelation function used in the
receiver’s DLLs and phase-locked loops (PLLs), introducing biases in the code and carrier phase estimates, which in
turn introduce errors in the navigation solution [30]. Several techniques have been developed to mitigate the effect of
mulitpath in GNSS systems, most of which could be grouped into two main categories: (i) antenna techniques [31] and
(ii) signal processing techniques, such as the narrow correlator [32], strobe edge correlator [33], and high resolution
correlator (HRC) [34]. While the aforementioned approaches have been shown to outperform the standard early-
minus-late (E-L) DLL, they are still susceptible to severe multipath. Moreover, while signal processing techniques
could be extended to receivers that exploit cellular signals opportunistically for navigation, antenna techniques that
mitigate multipath by filtering out signals with lower elevation angles are not useful, since most received signals from
terrestrial 5G bas stations (referred to as gNBs) have low elevation angles.

Machine learning (ML) algorithms and neural networks (NNs) have managed to find their way into several fields with
applications ranging from speech recognition and object detection to medical diagnosis and many others. In recent
years, emerging NNs have gained significantly more attention as they surpassed model-based algorithms in their
capabilities in achieving their intended goals such as DeepFake [35] and WaveNet [36], the first being an NN with
the ability of generating very convincing fake footage, and the latter being a text to speech system that outperforms
the existing state of the art model based systems. NNs have also outperformed human rivals. An example of
such NN is OpenAI Five’s large scale deep reinforcement learning system [37], which became the first AI system
to defeat the world champions at an esports game that presents novel challenges for AI systems such as long time
horizons, imperfect information, and complex continuous state-action spaces. These noteworthy achievements could
be attributed to the ability of NNs to learn complex multi-dimensional relationships by observing training data, and
leveraging that to take decisions on new data that it has never seen before. Machine learning algorithms have also
found their way into the navigation field. In [38], a deep NN was developed to spatially discriminate multipath signals
in a synthetic aperture fashion and beamform towards the LOS component. This NN was then coupled with a zero
velocity update (ZUPT)-aided inertial measurement unit (IMU) to achieve an accuracy of about one-meter indoors
over a trajectory of 600 m [39]. In [40], a wavelet NN approach that predicts the satellite’s clock bias using its values
at previous epochs was introduced. An NN-based DLL (NNDLL) was proposed in [41] for multipath mitigation in
GPS receivers. The type of multipath environment and receiver motion was identified via a NN in [42] in order to
adjust the receiver’s tracking strategy.
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This paper assesses the ability of different NNs to learn multipath errors that corrupt the TOA estimate in a 5G
opportunistic navigation receiver. First, feed-forward NNs (FFNNs) are examined and a cross-validation approach
is used to study the performance of NNs belonging to hypothesis spaces of different complexities. Second, time-
delay NNs (TDNNs) are assessed for the same problem by extending the inputs of the FFNN to include a delayed
version of the inputs. A TDNN could leverage the time history of the inputs to learn the dynamics of the errors
introduced by multipath signals. Several TDNNs with different amounts of access to the time history are trained and
their multipath mitigation performance is assessed. Finally, experimental results are presented to test the proposed
TDNN approach on real 5G signals.

This paper is organized as follows. Section II introduces the structure of 5G signals and models the synchronization
signals being exploited for navigation. Section III offers a mathematical model for NNs and the concept of gener-
alization. Section IV formally defines the learning problem as well as the target function for the goal of multipath
mitigation. Section V, discusses the simulator that was used to generate the training and testing data needed for the
learning machine, as well as the input pre-processing. Section VII demonstrates the ability of the proposed TDNN
trained via the simulation data to show robustness against multipath via experimental results.

II. 5G Signal Structure

This section discusses the 5G signal structure and provides a model for 5G reference signals that can be exploited
for opportunistic navigation.

A. 5G Frame Structure

5G systems implement orthogonal frequency-division multiplexing (OFDM) with an adaptive subcarrier spacing
∆f = 2µ × 15 kHz, where µ ∈ {0, 1, 2, 3, 4} is defined as the numerology. 5G is designed to support transmission at
different frequency ranges (from 450 MHz to 52.6 GHz ). In the time domain, 5G signals are transmitted in frames of
duration Tf = 10 ms, which are divided into 10 subframes with a duration of 1 ms each. Subframes are then further
divided into 2µ time slots which contain 14 OFDM symbols each of duration Tsymb = 1

∆f
. In the frequency domain,

subframes are divided into a number of resource grids consisting of resource blocks with 12 subcarriers each. The
number of resource grids in a frame is determined by higher level parameters. Moreover, a resource element defines
the smallest unit of the resource grid spanning a duration of one OFDM symbol and a bandwidth of one subcarrier.
The 5G frame structure is further illustrated in Fig. 1(a).
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Fig. 1. (a) 5G frame structure. (b) SS/PBCH block structure.

5G systems utilize two maximal-length synchronization signals (SS) of length NSS = 127, known as the primary
synchronization signal (PSS) and secondary synchronization signal (SSS) to enable cell search and synchronization
at the user equipment (UE). There is a total of three possible PSS sequences, each mapped to an integer representing

the sector ID of the gNB denoted by N
(2)
ID . On the other hand, the SSS is one of 336 possible sequences, each mapped
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TABLE I

Symbol numbers containing SS/PBCH block for different numerologies and frequency bands

subcarrier
spacing (kHz)

Carrier
frequency

Symbol
number

Slot
number n

Case A: 15
fc ≤ 3 GHz

3 < fc ≤ 6 GHz
{2, 8} + 14n

{0, 1}
{0, · · · , 3}

Case B: 30
fc ≤ 3 GHz

3 < fc ≤ 6 GHz
{4, 8, 16, 20} + 28n

{0}
{0, 1}

Case C: 30
fc ≤ 3 GHz

3 < fc ≤ 6 GHz
{2, 8} + 14n

{0, 1}
{0, · · · , 3}

Case D: 120 fc > 6 GHz {4, 8, 16, 20} + 28n

{0, · · · , 3,

5, · · · , 8,

10, · · · , 13,

15, · · · , 18}

Case E: 240 fc > 6 GHz
{8, 12, 16, 20, 32,

36, 40, 44} + 56n
{0, · · · , 8}

to an integer representing the gNB’s group identifier denoted by N
(1)
ID . This results in a total of 1008 cell identifiers

denoted by N cell
ID = 3N

(1)
ID + N

(2)
ID .

The SS are transmitted along with the physical broadcast channel (PBCH) signal and its associated demodulation
reference signal (DM-RS) on a block known as the SS/PBCH block, which spans 20 resource blocks (i.e., 240
subcarriers) and four consecutive OFDM symbols. Fig. 1(b) shows an SS/PBCH block along with the position of
each signal within that block. The resource allocation of the SS/PBCH block is determined as summarized in Table
I [43], where index 0 corresponds to the first OFDM symbol of the first slot in a half-frame. In fact, the SS/PBCH is
transmitted numerous times, where each set of these transmitted block is called an SS/PBCH burst. However, each
SS/PBCH block in the burst is beamformed in a different direction with a periodicity that can be 5 ms, 10 ms, 20
ms, 40 ms, 80 ms or 160 ms.

B. Signal Model

For the purpose of opportunistic navigation with 5G, the signals of interest for a given N cell
ID could be modeled as

sSS(t) =











IFT{SPSS(f)}, for t ∈ (0, Tsymb)

IFT{SSSS(f)}, for t ∈ (2Tsymb, 3Tsymb)

0, otherwise,

where SPSS(f) and SSSS(f) are the frequency-domain representations of the PSS and SSS, respectively, corresponding
to the transmitting gNB’s cell ID N cell

ID . Fig. 2 presents an SS in the time and frequency domains for N cell
ID = 420. A

navigation receiver correlates the replicated SS signal with the received signal forming the autocorrelation function
(ACF), denoted by R(τ) according to

R(τ)
△
= y(t) ⊛ sSS(t)

= IFFT{Y (f)S∗
SS(f)} (1)

= sinc (Bτ) (2)

where the symbols ⊛ and ∗ denote the circular correlation and the complex conjugate operators, respectively, IFFT
denotes the inverse fast Fourier transform, and y(t) and Y (f) are the time and frequency domain representations of the
received signal with a bandwidth of B = Nsubcarriers ·∆f , where Nsubcarriers is the number of subcarriers allocated for
the synchronization signal. Since each symbol of the SS is mapped onto one subcarrier, then Nsubcarriers = NSS = 127.
It is important to note that while the ACF takes a triangular shape for GPS signals, the ACF produced by the
correlator of an opportunistic receiver exploiting 5G signals takes the shape of the sinc function. This follows from
the OFDM modulation of the two maximal-length sequences (m-sequences) PSS and SSS. Equation (2) follows from
(1) since SSS(f) is an m-sequence that takes the values {−1, +1}, and SSS(f)S∗

SS(f) = |SSS(f)|2 = rect( f
B

), where
rect denotes the standard rectangular function with a bandwidth of B.
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III. Overview of NNs

This section presents the mathematical model for NNs and introduces the concepts of in-sample and out-of-sample
errors as well as generalization. Learning machines, or NNs, are in essence function approximators [44]. Consider
some input x ∈ X that is mapped to y ∈ Y by an unknown target function f : X 7→ Y. Given some examples
{(x1, y1), (x2, y2), . . . , (xN , yN)}, one can begin to learn more about the target function and formulate hypothesis as
to what the true function could be. NNs are a family of parametric functions ŷ = h(x, w) : X 7→ Y, where h(x, w)
belongs to some hypothesis space H and is parameterized by its weights and biases that are lumped into the term
w. The goal of the learning machine is to find the optimal hypothesis space H∗ (e.g. quadratic, cubic, etc.) and
optimal weights w∗ such that h∗(x, w∗) ∈ H∗ is a good approximation of f(x) which minimizes some cost function
C(y, h∗(x, w∗)) that penalizes the difference between the true and approximated mappings (e.g. L2-norm ||y − ŷ||2).
The performance of a learning machine h is assessed based on its generalization capabilities, which is measured by
the concept of risk, or out-of-sample error defined as [45]

Eout(h) = E[C(y, h(x, w))]

=

∫

X ,Y

C (f (x) , h (x, w)) p(x, y)dxdy (3)

Note that the assumption of a probability distribution p(x, y) in Equation (3) allows the modeling of uncertainty in
the input data, such as in the presence of noise. However, Eout cannot be computed in learning problems since only
a noisy subset of the input and output spaces xi ∈ X and yi ∈ Y is available. Thus, a learning algorithm will seek
to mizimize the emperical risk, or in-sample error given by

Ein(h) =
1

N

N
∑

i=1

C(yi, h(xi, w)) (4)

Finding the optimal weights w∗ corresponding to some hypothesis h is done via a learning algorithm that minimizes
the in-sample risk according to

w∗ △
= arg min

w
Ein(h(x, w))

The challenge in training NNs is that the true function being minimized is the in-sample error, while the function
to be minimized is the out-of-sample error. To this end, K-fold cross-validation [46] was used to estimate the
out-of-sample risk to ensure that Eout(h) ≈ Ein(h) and prevent the over-fitting of data by networks with a high
complexity hypothesis space where the in-sample error becomes much smaller than the out-of-sample error (i.e.
Ein(h) ≪ Eout(h)).

5



IV. Problem Formulation

This section presents the problem formulation of ML-based multipath mitigation and discusses the input and output
spaces of its target function. In model-based approaches, different types of DLLs are utilized to track the code phase
of the received signal, where the choice of the discriminator function proved to be an important design parameter.
Discriminator functions could be coherent, non-coherent, and even quasi-coherent, with varying number of taps.
More sophisticated DLL architectures like the multipath estimating delay-locked loop (MEDLL) try to estimate the
parameters of the nuisance NLOS components to mitigate the effects of multipath [47]. These discriminator functions
and even the more sophisticated algorithms could be thought of as functions f : X 7→ Y that map the input space
X , being taps from the autocorrelation function, to the output space Y, which is the code phase estimate of the LOS
component τ̂ .

At each time-step k, the discriminator function f(xk) of a conventional DLL uses Nx taps from the correlator output

xk ∈ X to produce an estimate of the code phase error τ̃k =∆ τk − τ̂k, which is then used to update the code phase
estimate at the next time-step τ̂k+1. The presence of multipath corrupts the ACF taps xk resulting in errors in the
estimate of τ̃k. This process is illustrated in the following equations where the errors due to multipath are denoted
by e(xk).

f(xk) ≈ τ̃k

= τ̃k + e(xk)

τ̂k+1 = τ̂k + τ̃k + e(xk) (5)

The aim of this paper is to mitigate the effects of the NLOS components on the tracking performance of the
conventional DLL by training machine learning algorithms to approximate the function e : X 7→ Y. In general,
the impact of multipath depends on the amplitude, delay, phase, and phase rate of the NLOS components relative
to the LOS component. Consider a NLOS component assosiated with a “virtual” transmitter location corrupting
the ACF by interfering constructively with the LOS component. As the receiver moves within the environment the
interference could change or even oscillate between constructive and destructive, causing the code phase estimate
produced by the DLL to display some oscillation behavior. It is speculated that the ML algorithm would learn to
leverage such dynamics in the input data xk to estimate the errors introduced by multipath ŷk = e(xk). Fig. 3
depicts the block diagram of the proposed approach.

Correlator Discriminator Loop Filter

PSS & SSS
Generation

Preprocessing NN
Received
Signal

N
Cell

ID

xk ~τk τ̂
DLL

k

x̄k
+

ê(xk) τ̂
NN

k

Fig. 3. Block diagram of the proposed NN approach.

V. Training and Data Generation

To simulate a realistic environment, map and terrain data were obtained through OpenStreetMap [48] and Global
Multiresolution Terrain Elevation Data (GMTED) [49] for the area around Aldrich Park at the University of California
Irvine. An opportunistic 5G receiver was then simulated to be moving around the park at a walking speed of 2 m/s.
The simulated environment and trajectory are presented in Fig. 4(a). Moreover, the location of the simulated gNB
reflects the real gNB position on top of the Engineering Tower. The power, delay, and phase of each path were
then computed for the entire trajectory using the ray tracing methods available through Matlab’s RadioFrequency
(RF) toolbox [50]. The channel impulse response (CIR) was generated in this manner to ensure that the simulator
would capture the dynamics between the LOS and NLOS components. Fig. 4(b) shows the simulation environment
in Matlab with the rays traced from the gNB to four sample points within the trajectory along with the received
power for each path. It is worth noting that the material used for buildings was concrete with a relative permittivity
of 5.31 and a conductivity of 0.0548 Simens per meter. These values were chosen according to the international
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telecommunication union (ITU) recommendations, which provide methods, equations, and values used to calculate
real relative permittivity, conductivity, and complex relative permittivity for common materials [51].

(a) (b)

Start End

gNB

Fig. 4. (a) Receiver Trajectory around Aldirch Park. (b) Rays traced from transmitter (red) to sample points of trajectory (blue).

Next, the obtained CIR is used to simulate the tracking results for an opportunistic 5G receiver traversing the
aforementioned trajectory shown in Fig. (a) 4. The tracking loops of the receiver uses inputs from the output of the
correlator R(τ), which is simulated from the CIR according to

Rk(τ) =

N
paths

k
∑

i=1

αi
kR(τ − τ i

k)

where k is the time index with a duration equivalent to that of the SS (set to 20 ms based on an observation of a real
5G transmission scenario), Rk(τ) is the correlator output of the opportunistic receiver accounting for the different

traversed paths at the k-th time-step, R(.) is the ACF of the synchronization signal defined in (2), Npaths
k is the total

number of paths traversed by the signal, αi
k ∈ C is a complex number representing the power and phase of the signal

component corresponding to the i-th path, and τ i
k represents its delay (time of flight).

Finally, the simulated data contained samples (xk, yk) with an equivalent duration of 438.51 seconds. The input
xk ∈ C2Nx+1 is formed of 2Nx + 1 samples of the correlator output at the k-th time-step centered around the DLL’s
code phase estimate, such that xk = [x−Nx

k , . . . , xNx

k ]T , where xd
k = Rk(τ + τ̂DLL

k + d/fs) and fs is the frequency at

which the ACF was sampled. For the remainder of this paper, the sampling frequency is set to fs =∆ 4B = 7.62, and
the number of ACF taps used as inputs is 2Nx + 1 = 11. The sample target points yk ∈ R are the errors incurred
by the DLL estimate e(xk) = τLOS

k − τ̂DLL
k , where the true LOS delays at the k-th time-step τLOS

k are obtained
from the simulated CIR. It is important to note the dependence of the training data generation on the output of
the DLL. A different choice of tracking algorithm would change the dynamics of the inputs extracted from the ACF.
Moreover, the NN learns the errors that are specific to the type of algorithm being used. This implies that the final
implementation will include both a DLL and an NN, as shown in Fig. 3, with the output of the former being fed
back into the correlator, while the output of the latter would be fed to the navigation filter in order to produce more
accurate position estimates. This implementation assures that the input space that the NN operates on contains the
same dynamics as the input space presented to the NN during training.

Each input vector xk is then normalized by the tap with maximum magnitude, and the complex values in the resulting
vector and separated into their real and imaginary components forming x̄k ∈ R2(2Nx+1), where the first 2Nx + 1
inputs are the real components of xk, and the last 2Nx + 1 inputs are the imaginary components. Fig. 5 shows
the input vectors before and after pre-processing denoted by xk and x̄k, respectively. This type of pre-processing
standardizes the data making it more invariant to changes that should not affect the output such as the carrier
power. Note that this transformation preserves all the information about the relative amplitude, delay, and phase of
the peaks corresponding to different paths.
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Fig. 5. (a) Raw Input Data xk. (b) Processed Input Data x̄k.

VI. Simulation Results

This section assesses the multipath mitigation performance of different FFNN and TDNN architectures via simula-
tions.

A. Feed-Forward Neural Networks (FFNN)

To select the optimal hypothesis H∗ space for generalization with FFNNs, the out-of-sample error Eout(h) is estimated
while varying the complexity of the hypothesis space by varying the number of layers and number of neurons per layer.
The out-of-sample error was estimated via 5-fold cross-validation, in which the data samples {(xk, yk); k = 1, . . . , N}
are split into five disjoint subsets X 1, . . . , X 5. An estimate of the total risk that would promote generalization is
then produced according to

Ei(h) =
5

N

∑

X i

C(y, ŷ)

Êout(h) =
1

5

5
∑

i=1

Ei(h),

where each subset X i is used to estimate the risk Ei(h) for the model h(x, w) trained on the remaining four subsets.
The values obtained by iterating over each subset are then averaged to obtain an estimate of the out-of-sample risk
Êout(h) associated with the network h that is closer to the true out-of-sample error Eout(h).

Fig. 6 shows the 5-fold cross-validation risk estimates achieved by h ∈ H(Nlayers, Nneurons), a FFNN parameterized
by the number of hidden layers Nlayers ∈ {1, 2, 3, 4} and number of neurons per layer Nneurons ∈ {10, 25, 50}. This
is done to study the effect of varying the complexity of the hypothesis space, in an effort to find a model that
promotes generalization. Fig. 6 shows that that for the problem at hand, a wide NN is preferred over a deep NN.
The model with the best risk estimate (Nlayers = 3 , Nneurons = 50) is then re-trained on the first 350.81 seconds
of the original data sample, leaving the remaining 87.7 seconds for testing. The performance of the aforementioned
model is presented in Fig. 7. The FFNN achieved a ranging root mean-squared error (RMSE) reduction of 40% and
30% over the conventional DLL in the training and test sets, respectively.

After selecting the parameters Nlayers = 3 and Nneurons = 50 a regularization term λ is added to the cost function
such that C(y, ŷ) = ||y − ŷ||2 + λ||w||2. Regularization is a technique used to prevent over-fitting and promote
generalization. 5-Fold cross-validation was performed again on the previously selected model to produce risk estimates
for λ = {n · 5 × 10−7; n = 0, . . . 40}. The results, presented in Fig. 8, imply that the model trained with λ = 4 × 10−6

yields the best generalization behavior. Hence, an NN with Nlayers = 3, Nneurons = 50, and λ = 4 × 10−6 is trained
on the first 350.81 seconds of the simulated data samples and tested on the remaining 87.7 seconds. The tracking
results for the aforementioned NN are presented in Fig. 9, where the FFNN achieved a ranging RMSE reduction
of 38.58% and 29.08% over the conventional DLL was achieved in the training and test sets, respectively. Table II
summarizes the DLL versus FFNN ranging RMSE performance.
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Fig. 6. 5-Fold cross validation for FFNN model order complexity selection.
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Fig. 7. Tracking results for FFNN selected via 5 fold cross-validation (Nlayers = 3 , Nneurons = 50): (a) Code phase estimates for test
set. (b) Code phase estimates for training set. (c) Code phase errors for test set. (d) Code phase errors for training set.
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Fig. 8. 5-Fold Cross Validation for FFNN regularization parameter λ.

B. Time-Delay Neural Networks (TDNN)

A TDNN could be thought of as an extension of the FFNN architecture with the delays on the input layer. This
means that the input layer for a TDNN could be viewed as the input layer for an FFNN expanded to include the
time history of its inputs. This change in the input space is illustrated in Fig. 10, representing the input layers for
an FFNN and TDNN respectively. To motivate the TDNN approach for the problem of code phase estimation in
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Fig. 9. Tracking results for FFNN selected via 5 fold cross-validation (λ = 4 × 10−6): (a) Code phase estimates for test set. (b) Code
phase estimates for training set. (c) Code phase errors for test set. (d) Code phase errors for training set.

TABLE II

FFNN Ranging RMSE for Training and Testing Sets.

Ranging RMSE [m]
Training Set Validation Set

DLL 0.6556 3.7196
FFNN 0.3929 2.5872

Regularized FFNN 0.4027 2.6379

multipath scenarios, Fig. 10 presents the ACF in a region corrupted by multipath for a single time-step k as well as
its variation over time. It is hard to extract meaningful information about the LOS delay from the single time-step
view. However, with access to the time history of the ACF taps, it becomes easier to visualize the dynamics between
the peak due to the LOS component and the peaks due to the NLOS components. Thus, the inputs to the TDNN
are now given by

xTDNN
k = [xk, . . . , xk−ni

delay
, . . . , x

k−n
Ndelays

delay

],

where Ndelays is the total number of delay taps. A TDNN approach gives rise to the question of how varying the

width of the time window of the inputs available n
Ndelays

delay affects the multipath mitigation performance of the NN.
To this end, five TDNNs were examined with two hidden layers, where the first layer contains 20 neurons while

the second layer contained 5 neurons. The number of delay taps was kept constant at Ndelays = 10, while n
Ndelays

delay

was varied such that n
Ndelays

delay ∈ {10, 20, 30, 40, 50}. The total number of tap delays was kept constant as increasing
it would lead to an increase in the effective number of inputs, adding to the complexity of the NN. The added
complexity of TDNN relative to FFNN makes out-of-sample error estimation via cross-validation unfeasible due to
the increase in computational requirements. Instead, the networks were trained using a Bayesian regularization
learning algorithm, which could reduce or eliminate the need for lengthy cross-validation [52]. Training was stopped
when the validation loss corresponding to the last 87.7 seconds of the generated data did not fall below its minimal
value for 10 epochs; then, the TDNN with the lowest validation loss was selected. The results of this analysis are
presented in Fig. 11, which suggests that increasing the width of the delay time window improves the multipath
mitigation performance on both the training and validation sets. Moreover, the tracking performance of the TDNN

with the lowest validation loss (n
Ndelays

delay = 50) is presented in Fig. 12, showing a ranging RMSE reduction of 55.8%
and 59.6% over the conventional DLL in the training and test sets, respectively. These results validate the intuition
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that giving the NN access to the time history could help the learning algorithm exploit the dynamics caused by the
mutlipath on the target function e(xk). Moreover, the trained network displayed a marginally higher performance
improvement in that validation set than it did on the training set. This is considered a good sign for the generalization
capabilities of the network as it shows that the discrepancy between the in-sample error and out-of-sample error is
small. Table III summarizes the DLL and TDNN ranging RMSE performance.
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Fig. 10. (a) Multipath corrupted ACF taps for t = 369 s. (b) Multipath corrupted pre-processed inputs for t ∈ [366, 368] s.

1 1.5 2 2.5 3 3.5 4 4.5 5
Delays

100

R
M

S
E

Training Set Filtered Training Set Validation Set Filtered Validation Set

Fig. 11. Validation and test RMSE of TDNN vs delay window.
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Fig. 12. Tracking results for TDNN (n
Ndelays

delay
= 50): (a) Code phase estimates for test set. (b) Code phase estimates for training set.

(c) Code phase errors for test set. (d) Code phase errors for training set.
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TABLE III

TDNN Ranging RMSE for Training and Testing Sets.

Ranging RMSE [m]
Training Set Validation Set

DLL 0.6556 3.7196
TDNN 0.2923 1.5033

VII. Experimental Validation

This section presents experimental results to verify the validity of the proposed ML approach for multipath mitigation.

A. Experimental Setup and Environmental Layout

The experiment was conducted in Aldrich Park, University of California, Irvine. Data was collected with a quad
channel National Instrument (NI) universal software radio peripheral (USRP)-2955, where only one channel was used
to sample 5G signals with a sampling frequency of 5 MSps. The receiver was equipped with a consumer-grade cellular
omnidirectional Laird antenna and listened to cellular signals from a gNB implementing a subcarrier spacing ∆f = 15
kHz, with N cell

ID = 420, and a carrier frequency of 632.55 MHz. The USRP was driven by a GPS-disciplined oscillator
(GPSDO) and the sampled signals were stored for post-processing. A Matlab-based opportunistic software defined
radio (SDR) designed to exploit 5G signals was then used to acquire and track the collected signals, as well as extract
the NN input data xk. The architecture of the aforementioned SDR was based on the work in [22].

B. Experimental Results

The ACF taps xk extracted from the correlator of the SDR were processed by the NN that displayed the best

generalization capabilities, i.e., TDNN with n
Ndelays

delay = 50. The collected data was corrupted by multipath in the
time interval t ∈ [21, 26] seconds. The multipath corrupted region is highlighted in Fig. 13, which shows the
experimental tracking results, and the delay estimates produced by both the DLL and TDNN. Fig. 14 shows the
opportunistic receiver’s correlator output Rk(τ) as well as the pre-processed input data x̄k for t = 22.82 s and
t ∈ [21, 27] s respectively, corresponding to the multipath corrupted region. The effect of multipath on the tracking
performance and inputs observed in Figs. 13 and 14 are similar to the effects present in the simulated training data
in Figs. 10 and 12. This shows that the generated training data reflected the input data that would be processed in
real scenarios.

Unlike GNSS satellites, cellular towers do not transmit any clock correction parameters and have less stable clocks
than GNSS’s atomic clocks, which introduce clock biases and drifts to the code phase estimates. In order to provide a
fair evaluation of the DLL and NN estimates, the clock drift terms are estimated as the slope of the linear curve that
best fits the code phase errors. It is also worth noting that the first 10 seconds of the data is skipped to allow for any
transient periods to pass. The effect of the clock drift is apparent in Fig. 15, which shows the errors corresponding to
both the DLL and NN estimates increasing linearly with time, along with their best linear fit. Fig. 15 also presents
the true and estimated code phase values both before and after accounting for the clock drift, showing an overall
RMSE reduction of 27% with a reduction of 38% in the highlighted multipath region.

The code phase estimates produced by the TDNN which compensates for the multipath errors e(xk) presented in Fig.
13 display a higher resilience to the bias introduced in the multipath corrupted region. While the DLL’s estimate
displays a sudden jump in the multipath corrupted region, the TDNN’s estimate becomes more noisy while staying
closer to the true code phase. This increase in variance within the multipath corrupted regions displayed in both
simulation and experimental results could prove beneficial, since code phase measurements are weighted according
to their variance in the navigation filter which ultimately produces the navigation solution. This noisy behavior
could be thought of as an indicator of bad measurement which could improve the positioning solution by giving more
weights to other measurements that aren’t corrupted by multipath.
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Fig. 13. Experimental tracking results: (a) Code phase estimate. (b) Doppler frequency estimate. (c) Code phase error estimate. (d)
Carrier phase error estimate.
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Fig. 14. (a) Multipath corrupted ACF taps for t = 22.82 s. (b) Multipath corrupted pre-processed inputs for t ∈ [21, 27] s.

TABLE IV

Ranging RMSE for Experimental Data.

Ranging RMSE [m]
Overall Multipath Region

DLL 6.7360 12.6551
TDNN 4.9074 7.8348

VIII. Conclusion

This paper assessed FFNNs and TDNNs for multipath mitigation in an opportunistic receiver that exploits 5G signals
for navigation. A ray tracing based simulator was used to generate the training data, which was used to assess the
performance and generalization capabilities of networks for model order selection. Simulation results showed that
both TDNNs and FFNNs offered an RMSE reduction of 29.1% and 59.6%, respectively, over a conventional DLL over
the test set. TDNNs were able to outperform FFNNs due to their additional access to the time history of the inputs,
which present an opportunity to extract information from the dynamics of the LOS and NLOS signals. Finally, an
experiment was conducted to test the generalization capability of the designed TDNN to real environments, where
it was successfully able to mitigate the bias caused by multipath. The TDNN showed an overall RMSE reduction of
27.1% with a reduction of 38% in the most severe multipath region.
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Fig. 15. (a) Code phase estimates. (b) True code phase errors. (c) Code phase estimates after accounting for clock drift.
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ABSTRACT
A spectral approach for blind acquisition and Doppler tracking of low Earth orbit (LEO) satellite signals is applied to National
Oceanic and Atmospheric Administration (NOAA) satellites. The approach accounts for the high LEO satellites’ dynamic
channel, by deriving an appropriate model for the received signal frequency spectrum. A frequency-domain-based Doppler
discriminator is utilized along with a Kalman filter-based Doppler tracking algorithm. Experimental results are presented
showing successful acquisition and Doppler tracking of NOAA LEO satellite signals. Next, the approach is demonstrated in
multi-constellation LEO acquisition and tracking, showing Hz-level Doppler tracking of 4 Starlink, 2 OneWeb, 1 Iridium NEXT,
1 Orbcomm, and 1 NOAA LEO satellites. Carrier phase observables were constructed from the tracked Doppler and fused
through a nonlinear least-squares estimator to localize a stationary receiver. Starting with an initial estimate 3,600 km away
from the receiver’s true position, the proposed approach is shown to achieve a two-dimensional (2D) error of 5.1 m.

I. INTRODUCTION
Navigation from low Earth orbit (LEO) satellites promises to revolutionize satellite-based navigation (Kassas et al., 2019; Jardak
and Jault, 2022; Prol et al., 2022; Janssen et al., 2023; Menzione and Paonni, 2023; Prol et al., 2023). As such, it is not surprising
to witness the tremendous interest from governments and private technology giants, launching their own LEO constellations,
some of which dubbed “megaconstellations” as they will comprise thousands of LEO satellites (Curzi et al., 2020; Liu et al.,
2021).

Using LEO satellite signals for navigation offers several desirable attributes (Reid et al., 2021; Kassas, 2021): (i) higher received
signal power compared to GNSS satellites that reside in medium Earth orbit (MEO), (ii) high availability and favorable geometry,
and (iii) spectral diversity in the radio frequency spectrum. However, exploiting broadband LEO satellite signals of opportunity
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for navigation purposes comes with challenges, as they are owned by private operators that typically do not disclose crucial
information about the satellites’: (i) ephemerides, (ii) clock synchronization and stability, and (iii) signal specifications.

Several studies have been published over the past few years addressing the aforementioned challenges, from addressing satellite
orbit, clock, and propagation errors (Mortlock and Kassas, 2021; Khairallah and Kassas, 2021; Morton et al., 2022; Cassel
et al., 2022; Wang et al., 2023; Zhao et al., 2023; Wu et al., 2023; Jiang et al., 2023; Ye et al., 2023; Khalife and Kassas, 2023;
Saroufim et al., 2023; Kassas et al., 2023a); to receiver and signal design (Tan et al., 2019; Wei et al., 2020; Bilardi, 2021; Orabi
et al., 2021; Kassas et al., 2021; Neinavaie et al., 2022b; Egea-Roca et al., 2022; Huang et al., 2022; Pinell et al., 2023; Yang
et al., 2023; Humphreys et al., 2023; Yang and Soloviev, 2023); to analyzing the estimation performance (Farhangian et al.,
2021; Psiaki, 2021; Hartnett, 2022; Singh et al., 2022; Jiang et al., 2022; More et al., 2022; Shi et al., 2023; Guo et al., 2023;
Kanamori et al., 2023; Sabbagh and Kassas, 2023; Farhangian and Landry, 2023; Ries et al., 2023).

This paper focuses on addressing the challenge of extracting navigation observables from unknown LEO satellite signals.
Whenever the LEO downlink signal structure is sufficiently known, designing a receiver that could acquire and track such
signals becomes a “classic” receiver design problem. Examples of LEO constellations with sufficient knowledge about their
downlink signal include Orbcomm and Iridium NEXT. Nevertheless, new LEO megaconstellations, such as Starlink and
OneWeb, do not disclose public information about their signals. This challenge can be addressed with blind signal processing
techniques. Previous research was capable of estimating downlink sequences in direct sequence spread spectrum communication
systems (Tsatsanis and Giannakis, 1997; Burel and Bouder, 2000; Choi and Moon, 2020; Li et al., 2023), for GPS/GNSS signals
under non-cooperative conditions (Merwe et al., 2020; Rui et al., 2022), and for orthogonal frequency-division multiplexing
(OFDM) signals (Bolcskei, 2001; Tanda, 2004; Liu et al., 2010). However, LEO downlink channels pose a challenge making
the aforementioned approaches not straightforwardly applicable, namely the high dynamics of the channel between the LEO
satellite and the ground-based receiver. To address this challenge in the context of LEO, (Neinavaie et al., 2021; Kozhaya and
Kassas, 2022) developed blind Doppler tracking approaches that were used to navigate an unmanned aerial vehicle (UAV) with
Obrcomm LEO satellites; while (Khalife et al., 2022) was the first to successfully apply blind signal processing techniques on
Starlink LEO signals, yielding carrier phase observables, from which a stationary receiver was localized with a two-dimensional
(2D) error of 25.9 m with signals from six Starlink LEO satellites. Another blind approach, based on matched subspace
detection, was developed in (Neinavaie et al., 2022a; Neinavaie and Kassas, 2023), yielding Doppler observables, from which
a stationary receiver was localized with a 2D error of 10 m (with pure tones) and 6.5 m (with OFDM signals in addition to
pure tones) from the same six Starlink LEO satellites. A blind spectral-based approach was developed in (Kozhaya and Kassas,
2023), yielding Doppler observables, from which a stationary receiver was localized with a 2D error of 4.3 m with the same six
Starlink LEO satellites. In (Kozhaya et al., 2023; Kassas et al., 2023b), it was demonstrated that this approach is rather general,
referred to as LEO-agnostic, and is capable of acquiring and tracking LEO signals regardless of their modulation and multiple
access schemes. In addition to Starlink LEO, the approach was successfully applied to OneWeb, Orbcomm, and Iridium NEXT
LEO satellites, yielding Hz-level-accurate Doppler tracking, from which a stationary receiver was localized with a 2D error of
5.1 m with 2 OneWeb, 4 Starlink, 1 Iridium NEXT, and 1 Orbcomm LEO satellites. This paper shows that this LEO-agnostic
approach is capable of exploiting the signals of a fifth LEO constellation: National Oceanic and Atmospheric Administration
(NOAA) satellites.

This paper offers the following contributions: (i) derive an analytical approximation of the received signal frequency spectrum
for highly dynamic channels and (ii) develop a blind Doppler spectral estimator via frequency-domain cross-correlation and
a Kalman filter (KF)-based tracking loop. The proposed approach relies on the presence of a repetitive sequence in the LEO
satellite’s downlink, to which the blind spectral Doppler tracker locks and cross-correlation is used to track the Doppler shift.
Experimental results are presented showing successful acquisition and Doppler tracking of NOAA LEO satellite signals with the
proposed approach. In addition, experimental results are presented showing Hz-level Doppler tracking of 4 Starlink, 2 OneWeb,
1 Iridium NEXT, 1 Orbcomm, and 1 NOAA LEO satellites. Carrier phase observables are constructed from the tracked Doppler
and fused through a nonlinear least-squares (NLS) estimator to localize a stationary receiver. Starting with an initial estimate
3,600 km away from the receiver’s true position, the proposed approach is shown to achieve a two-dimensional (2D) error of
5.1 m.

This paper is organized as follows. Section II derives the signal model. Section III discusses the blind Doppler discriminator
and tracking approach. Section IV presents NOAA LEO tracking results. Section V presents multi-constellation LEO tracking
and positioning with Starlink, OneWeb, Iridium NEXT, Orbcomm, and NOAA LEO satellites. Section VI gives concluding
remarks.

II. SIGNAL MODEL
This section presents a model of the received signal, which takes into account the high dynamics channel between the LEO
satellite and ground-based receiver. Then, it derives an analytical expression of the signal’s frequency spectrum.



1. Received Baseband Signal Model
Let x(t) be the unknown LEO satellite signal, expressed at baseband. The proposed framework does not assume any particular
modulation or multiplexing scheme. The only assumption is that x(t) can be written as x(t) = s(t) + nd(t), where s(t) is a
deterministic repetitive signal and nd(t) is a random signal driven by the user data. Examples of repetitive sequences are the
pseudorandom noise (PRN) used in GPS (Flores (2022)), Globalstar LEO satellites (Hendrickson (1997)), and CDMA2000
(3GPP2 (2011)) and the primary and secondary synchronization sequences (PSS and SSS) used in 4G long-term evolution
(LTE) (3GPP (2010)) and 5G (3GPP (2018)). The proposed framework assumes the following properties of s(t):

1. It is periodic with period T0.

2. It is uncorrelated with the data nd(t).

3. It is zero-mean, has a stationary power spectral density (PSD) with |F {s(t)wT0
(t)}|2 = Ss(f), where wT0

(t) is a
windowing function that is unity within the interval [0, T0] and zero elsewhere.

Consider x(t) being transmitted at a carrier frequency fc. Let τd(t) denote the apparent delay between the transmitted signal
xc(t) ≜ x(t) exp(j2πfct) and the received signal at the receiver’s antenna. The apparent delay τd(t) is composed of (i)
the time-of-flight along the line-of-sight (LOS) between the transmitter and receiver (i.e., dLOS(t)/c, where dLOS(t) is the
LOS distance between the LEO satellite’s transmitter and the receiver and c is the speed of light); (ii) combined effect of the
transmitter’s and receiver’s clock biases, denoted δtclk(t); (iii) ionospheric and tropospheric delays δtiono(t) and δttropo(t),
respectively; and (iv) other unmodeled errors. After propagating in an additive white Gaussian channel, the resulting received
signal before baseband mixing can be expressed as

r̄(t) = xc (t− τd(t)) + n̄(t) = x(t− τd(t)) exp (j2πfc [t− τd (t)]) + n̄(t),

where n̄(t) is a complex white Gaussian noise with PSD N0/2.

Let r(t) ≜ r̄(t) exp (−j2πfct) denote the received signal after baseband mixing and filtering. Then, r(t) can be expressed as
r(t) = x(t − τd(t)) exp (jθ(t)) + n(t), where n(t) is the low-pass filter output of n̄(t), and θ(t) = −2πfcτd(t) is the carrier
phase of the received signal. Using a Taylor series expansion, at time instant tk = t0 + kT0, where k is the sub-accumulation
index and t0 is some initial time, the carrier phase of the signal can be expressed as

θ(t) = θ(tk) + θ̇(tk)t+
1

2
θ̈(tk)t

2 +H.O.T. (1)

Denote θk(t) as θ(t) in (1), after dropping the higher-order terms (H.O.T.). By definition, fD(t) ≜ θ̇(t)
2π is the apparent Doppler

shift and ḟD(t) is the apparent Doppler rate.

It is important to note that the channel between the LEO satellite and the ground-based receiver is highly dynamic, thus, high
Doppler shift and rate will be observed by the receiver. On the other hand, at the k-th sub-accumulation, τd(t) is approximated
by its zero-order term dk = τd(tk), while the higher order terms are dropped to simplify the following signal analysis. Due to
the first property, one can arbitrarily choose τd(t) to denote the code start time. It is important to note that the higher order terms
in τd(t) stretch or contract the code in the time-domain, but this paper ignores this effect, which seems to be of little impact on
Starlink LEO satellite codes.

Finally, the expression of the received signal at the k-th sub-accumulation can be written as r−k (t) = r(t)wT0(t − tk) =

sk(t) exp (jθk(t)) + n−
k (t), where sk(t) = s(t − dk)wT0

(t) and n−
k (t) = n(t − dk)wT0

(t). The received signal rk(t) after
carrier wipe-off using the carrier phase estimate, denoted θ̂k(t), generated by the tracking loop discussed in Section III.2, can
be expressed as

rk(t) = r−k (t) exp(−jθ̂k(t)) = sk(t) exp(jθ̃k(t)) + nk(t), (2)

where θ̃k(t) = θk(t)− θ̂k(t) is the residual carrier phase.



2. Frequency Spectrum of the Received Signal

The received signal’s frequency spectrum at the k-th sub-accumulation is Srk(f) = |F {rk(t)}|2. Using the third property of
s(t), the Wigner distribution function (WDF) of sk(t) for t ∈ [0, T0] can be written as

Ws(t, f) ≜
∫ ∞

−∞
sk

(
t+

τ

2

)
s∗k

(
t− τ

2

)
exp(−2πfτ) dτ =

Ss(f)

T0
.

It can be shown that the WDF of the residual carrier phase at the k-th sub-accumulation Ck(t) = exp(jθ̃k(t)), for t ∈ [0, T0],
is WCk

(t, f) = δ
(
f −

˜̇
θk
2π −

˜̈
θk
2π t
)

, where δ(·) denotes the Dirac delta function. Using the second property of s(t), the WDF
of rk(t) in (2), for t ∈ [0, T0], can be written as

Wrk(t, f) =
Ss(f)

T0
⊛ δ

(
f −

˜̇
θk
2π

−
˜̈
θk
2π

t

)
+Wnk

(t, f),

where (f ⊛ g)(t) =
∫∞
−∞ f(τ)g(t − τ)dτ is the convolution, Wnk

(t, f) is the WDF of the noise and data at the k-th sub-
accumulation. Using the projection property of WDF, the following follows

Srk(f) ≜
∫ T0

0

Wrk(t, f) dt =
Ss(f)

T0
⊛
∫ T0

0

δ

(
f −

˜̇
θk
2π

−
˜̈
θk
2π

t

)
dt+ Snk

(f)

= Ss(f)⊛
2π∣∣∣ ˜̈θk∣∣∣T0

∫ T0

0

δ

(
t− 2πf − ˜̇

θk
˜̈
θk

)
dt+ Snk

(f) = Ss(f)⊛Π
(
f ;

˜̇
θk,

˜̈
θk

)
+ Snk

(f), (3)

where Snk
(f) =

∫ T0

0
Wnk

(t, f) dt and

Π
(
f ; θ̇, θ̈

)
=

2π∣∣∣θ̈∣∣∣T0


1,

∣∣∣∣∣∣∣∣f −
θ̇ +

|θ̈|
2
T0

2π

∣∣∣∣∣∣∣∣ <
|θ̈|
4π

T0,

0, elsewhere.

Equation (3) states that the received signal’s frequency spectrum consists of a shifted and dilated version of the repetitive
sequence’s frequency spectrum alongside a noise floor. The shifting in the received spectrum is mainly due to residual Doppler
˜̇
θk and the dilation is due to residual Doppler rate ˜̈

θk.

III. BLIND DOPPLER TRACKING
This section derives the Doppler discriminator and formulates the KF-based Doppler tracking loop.

1. Frequency-Domain Based Doppler Discriminator

The nonlinear NLS estimator of the residual Doppler ˜̇θk at the k-th sub-accumulation is given by

˜̇
θk = argmin

θ̇

∥∥∥Srk(f)− Ss(f)⊛Π
(
f ; θ̇, θ̈

)∥∥∥2
= argmin

θ̇

∥Srk(f)∥
2
+
∥∥∥Ss(f)⊛Π

(
f ; θ̇, θ̈

)∥∥∥2 − 2 (Srk ⋆ Ss) (f)⊛Π
(
f ; θ̇, θ̈

)
(4)

= argmax
θ̇

(Srk ⋆ Ss) (f)⊛Π
(
f ; θ̇, θ̈

)
≊ argmax

θ̇

(Srk ⋆ Ss) (f)⊛ δ

(
f − θ̇

2π

)
, for ˜̈

θk ≈ 0

= 2π argmax
f

(Srk ⋆ Ss) (f), (5)



where (f ⋆ g)(τ) =
∫∞
−∞ f∗(t)g(t + τ)dt is the cross-correlation. The first two terms in the minimization problem (4)

are a constant function of the search parameter θ̇; therefore, they are ignored. As the blind receiver does not have prior
knowledge of Ss(f), it starts with an initial estimate Ŝs(f) ≜ Sr0(f) and refines the repetitive sequence’s spectrum with every
sub-accumulation. It is worth pointing that the regime of small residual Doppler rate values assumed in (5) is a reasonable
assumption, since the Doppler rate between two consecutive sub-accumulations is nearly constant.

2. Kalman Filter-Based Tracking Loop
The continuous-time signal in (2) is sampled at a sampling interval Ts = 1/Fs, the discrete-time received signal before carrier
wipe-off at the k-th sub-accumulation can be written as

r−k [n] = s[n− dk] exp
(
jΘ̃k[n]

)
+ n−

k [n],

where n ∈ [0, L− 1], s[n] is the discrete-time sequence of s(t) with period L = T0/Ts and Θ̃k[n] and dk are the discrete-time
carrier phase and code start time, respectively, of the received signal at the k-th sub-accumulation.

The carrier phase state vector is defined as θ(t) ≜
[
θ(t), θ̇(t), θ̈(t)

]T
, whose dynamics is modeled as

θ̇(t) = Aθ(t) +Bw(t), (6)

A ≜

 0 1 0

0 0 1

0 0 0

 , B ≜

 0

0

1

 ,

where w(t) is a zero-mean white noise process with power spectral density qw. The continuous-time dynamics in (6) is

discretized at a sampling time T0 = LTs, leading to Θk+1 = FΘk + wk, where Θk ≜
[
θk, θ̇k, θ̈k

]T
, F ≜ eAT0 is the

state transition matrix, wk is a discrete-time process noise vector, which is a zero-mean white sequence with covariance
Q = qw̃

∫ T0

0
eAtB

(
eAtB

)⊺
dt. The reconstructed sequence of the carrier phase used to perform carrier wipe-off can be written

as a second order piece-wise polynomial given by Θ̂k[n] = θ̂k−1 +
ˆ̇
θknTs +

1
2
ˆ̈
θk (nTs)

2, n ∈ [0, L− 1]. After carrier wipe-off,
the received signal’s sequence can be expressed as

rk[n] = s[n− dk] exp
(
jΘ̃k[n]

)
+ nk[n]. (7)

Equation (7) will be used to determine the residual Doppler ˜̇θk at the k-th sub-accumulation, which is fed as innovation to a KF
loop that uses the observation model zk = HΘk + vk, where H ≜ [0 1 0] and vk is a discrete-time zero-mean white noise
sequence with variance σ2

θ̇
. The KF innovation νk is the fast Fourier transform (FFT)-based discrete-time version of (5).

νk =
˜̇
θk = argmax

θ̇

∣∣∣Rk[θ̇]
∣∣∣2 ⋆ ∣∣∣Ŝk[θ̇]

∣∣∣2 .
It is worth noting that the Doppler tracked using the proposed approach has a real-valued ambiguity part θ̇N that needs to be
resolved to retrieve back the actual Doppler shift.

IV. EXPERIMENTAL RESULTS: NOAA LEO ACQUISITION AND TRACKING
This section demonstrates the proposed blind Doppler estimator and tracking loop with NOAA LEO satellite signals. To this end,
a stationary National Instrument (NI) universal software radio peripheral (USRP) E312 was equipped with a consumer-grade
very high frequency (VHF) Quadrifilar Helical antenna to receive NOAA LEO satellite signals. The sampling bandwidth was
set to 2.4 MHz and the carrier frequency fc was set to 137.0 MHz. Samples of the VHF signal were stored for off-line processing
via a software-defined radio (SDR).

The USRP was set to record for a period of 800 seconds. During this period, one NOAA satellite passed over the receiver. The
framework discussed in Section III was used to acquire and track the signal from the satellite with qw = (0.1)2 rad2/s6 and
σθ̇ = π

6 rad/s. The estimated beacon spectrum and tracked Doppler from the satellite is shown in Figure 1.
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Figure 1: (a) NOAA LEO satellite estimated beacon spectrum. (b) Blindly tracked Doppler from a NOAA satellite using the spectral-based
approach.

V. EXPERIMENTAL RESULTS: STARLINK, ONEWEB, ORBCOMM, IRIDIUM NEXT, AND NOAA LEO TRACK-
ING AND POSITIONING

This section presents multi-constellation tracking and positioning results, exploiting signals from Starlink, OneWeb, Orbcomm,
Iridium NEXT, and NOAA LEO constellations. The hardware used for data collection (see Figure 2) included: (i) an LNB with
conversion gain of 50 dB and noise figure of 2.5 dB connected to a Ku-band 60 cm parabolic offset dish with gain of 30 dBi
to receive Starlink and OneWeb satellite signals, (ii) a commercial Orbcomm antenna to receive Orbcomm and NOAA signals,
and (iii) a commercial Iridium NEXT antenna.

Figure 2: Hardware setup.

Figure 3 shows the tracked Doppler and Doppler error from multi-constellation LEO satellites (4 Starlink, 2 OneWeb, 1
Orbcomm, 1 Iridium NEXT, and 1 NOAA) as well as their respective trajectories during their passing overhead.
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Figure 3: (a) Top: Doppler curves generated by the proposed framework (dashed) and calculated from propagated satellite orbit using
TLE+SGP4 (solid). Bottom: the innovation of the KF tracking loops. (b) Skyplot showing the trajectories of the tracked LEO satellites.



After tracking, carrier phase measurements were reconstructed by integrating the tracked Doppler and fed to a batch NLS
estimator to estimate the position of the stationary receiver. The measurement model and positioning filter formulation were
adopted from (Kozhaya et al., 2023). The receiver’s initial position estimate was set on the roof of the Engineering parking
structure at the University of California, Irvine, USA, approximately 3,600 km away from the true position, which was on the
roof of the ElectroScience Laboratory at the The Ohio State University, Columbus, OH, USA. Figure 4(a) shows the trajectories
of the 9 satellites from the 5 LEO constellations. Figure 4(b) shows the initial and final position estimates. Figure 4(c) shows
the true and estimated receiver’s position. The final 3D position error was found to be 5.8 m, while the 2D position error was
5.1 m (i.e., upon considering only the east and north coordinates in the ENU frame). It is worth noting that the addition of the
NOAA satellite Doppler measurements did not reduce the positioning error by much (reduction on the order of centimeters),
compared to using 4 Starlink, 2 OneWeb, 1 Orbcomm, 1 Iridium NEXT LEO satellites (as presented in (Kozhaya et al., 2023)).
This is due to the already favorable geometry of the four constellations.

(c)

Columbus, OH

Irvine, CA

5.1m

5.8m

Ground truth

Final estimate

Ground truth

Initial estimate

2.7 m

ElectroScience Laboratory, The Ohio State University, Columbus, OH

3,600 km

(b)

(a)
IridiumOneWeb OrbcommStarlink NOAA

Figure 4: Positioning results with 4 Starlink, 2 OneWeb, 1 Orbcomm, 1 Iridium NEXT, and 1 NOAA LEO satellites: (a) LEO satellite
trajectories. (b) Initial and final estimated positions. (c) Final errors relative to the receiver’s true position.

VI. CONCLUSION
This paper showcased that the previously developed LEO-agnostic spectral-based approach is capable of acquiring and tracking
a new LEO constellation: NOAA LEO satellites. Experimental results were also presented showing Hz-level Doppler tracking
of 5 different LEO satellite constellations: Starlink, OneWeb, Orbcomm, Iridium NEXT, and NOAA. Carrier phase observables
were constructed from the tracked Doppler and fused through an NLS estimator to localize a stationary receiver. Starting with
an initial estimate 3,600 km away from the receiver’s true position, the proposed approach achieved a 2D error of 5.1 m.
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ABSTRACT
A receiver for blind beacon estimation of low Earth orbit (LEO) satellite signals with application to UAV navigation is presented.
The receiver operates in three stages: (i) blind Doppler tracking that uses correlation in the frequency-domain as a frequency
discriminator and tracks the Doppler using a frequency-locked loop (FLL), (ii) beacon estimation from the coherent accumulation
of the received signal after wiping off the Doppler tracked by the FLL, and (iii) tracking LEO signals using the estimated beacon
in the previous step to produce navigation observables. Experimental results are presented showing: (i) successful blind
estimation of the navigation beacon of the Orbcomm LEO constellation and (ii) a UAV navigating using the estimated beacons
of two Orbcomm LEO satellites via a carrier phase differential navigation framework, achieving a three-dimensional position
root mean-squared error (RMSE) of 13.9 m with only Orbcomm signals fused with an altimeter, over a trajectory of 2.28 km
traversed in 2 minutes.

I. INTRODUCTION
The potential of signals of opportunity (SOPs) as a reliable navigation source has been undoubtedly uncovered in the past
decade (Raquet et al., 2021). Terrestrial SOPs include cellular (Gadka et al., 2019; Shamaei and Kassas, 2021a; Souli et al.,
2021b; Kazaz et al., 2022; Xhafa et al., 2021; Wang and Morton, 2022), FM radio (Chen et al., 2020; Psiaki and Slosman,
2022; Aziz and Allen, 2018), and digital television (Yang and Soloviev, 2020; Hong et al., 2021; Souli et al., 2021a), among
which, cellular provided the most accuracy. Previous literature showed meter-level accurate ground vehicle navigation (Yang
et al., 2020; Soderini et al., 2020; Hong et al., 2021; Maaref and Kassas, 2022; Lapin et al., 2022) and sub-meter-level accurate
unmanned aerial vehicle (UAV) navigation with cellular SOPs (Khalife and Kassas, 2022).

Exploiting SOPs did not stay earthly, as space vehicles have received considerable attention recently as potential SOPs (Reid
et al., 2021; Kassas, 2021; Gao et al., 2021; Prol et al., 2022; Jardak and Jault, 2022). Many theoretical and experimental studies
have been conducted on the use of low Earth orbit (LEO) satellite signals as an alternative to global navigation satellite system
(GNSS) (Leng et al., 2016; Tan et al., 2019a; Wei et al., 2020; Farhangian and Landry, 2020; Farhangian et al., 2021; Psiaki,
2021; Nardin et al., 2021; Wang and El-Mowafy, 2022; Hartnett, 2022; Cassel et al., 2022; Huang et al., 2022; Jiang et al.,
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2022; Iannucci and Humphreys, 2022; Li et al., 2022; Khalife et al., 2022; Zhao et al., 2022). LEO satellites possess desirable
attributes for positioning in GNSS-challenged environments: (i) they are around twenty times closer to the Earth compared to
GNSS satellites, which reside in medium Earth orbit (MEO), making their received signal power between 24 to 34 dB higher
than GNSS signals; (ii) they are becoming abundant as thousands of broadband Internet satellites are expected to be deployed
into LEO; and (iii) they transmit in different frequency bands, making LEO satellite signals diverse in frequency and direction.
Figure 1 depicts some of the existing and future broadband LEO constellations.
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Figure 1: Visualization of some of the existing and future broadband LEO satellites.

While such results bring hope to solving the problem of reliable navigation in GNSS-challenged environments, one must
emphasize that navigating with LEO satellites comes with several challenges. The main challenges are (i) the poorly known
nature of LEO satellites’ ephemeris due to many LEO operators not making such information publicly available, (ii) the
unknown and potentially loose nature of LEO satellites’ timing and synchronization protocols, and (iii) the unknown nature of
LEO satellites’ signals due to being proprietary.

To address the first challenge, several approaches have been recently proposed, including differential navigation utilizing a known
base receiver (Khalife et al., 2020), simultaneous tracking and navigation (STAN) (Kassas et al., 2021)), and analytical/machine-
learning satellite orbit tracking (Shen et al., 2019; Khairallah and Kassas, 2021; Kozhaya et al., 2021; Haidar-Ahmad et al.,
2022)). To address the second challenge, an approach to adaptively estimate LEO satellites’ clock stability has been recently
developed (Khairallah and Kassas, 2022), while (Wang and El-Mowafy, 2022) proposed a model that considered the systematic
effects related to the environment and relativistic effects to improve LEO clock prediction. To address the third challenge, the
recently established paradigm of cognitive opportunistic navigation (Neinavaie et al., 2022), which estimates the minimally
known LEO satellite signals in a blind fashion has been showing tremendous promise (Neinavaie et al., 2020, 2021). Most
recently, this paradigm allowed for the exploitation of the unknown Starlink LEO satellites, from which navigation observables
were produced, allowing for localizing a stationary receiver to within 10 m, with 6 Starlink LEO satellites.

At the core of the blind receiver is the ability to detect periodically transmitted signals, estimate and track them, and finally
generate navigation observables. One can be reasonably confident that beacons are present in every communication system.
For example, a primary and secondary synchronization sequence (PSS) and (SSS), respectively, are transmitted in 4G LTE and
5G NR systems for symbol timing recovery. Such sequences were exploited for opportunistic navigation purposes (Shamaei
and Kassas, 2021b; Yang et al., 2022). However, these repeated sequences are published and maintained by the 3rd Generation
Partnership Project (3GPP), and it is assumed that the receiver perfectly knows the synchronization sequences and can correlate
local replicas of these sequences with the received signals. In the case where these sequences are unknown, as is the case
of future broadband LEO satellite systems, acquiring and tracking these satellite signals becomes impossible for a regular
opportunistic receiver, as such, designing receivers that can blindly and adaptively estimate these sequences is a crucial need for
the future of opportunistic navigation.

The problem of detecting and estimating periodically transmitted signals is not new in the literature. Blind orthogonal
frequency division multiplexing (OFDM) symbol timing recovery methods have been successfully employed in the wireless
communications and cognitive radio literature (Tanda, 2004; Al-Dweik, 2006; Liu et al., 2010). Other methods have considered
blind estimation of spreading sequence and data bits in direct-sequence spread spectrum (DSSS) communication systems both
in the absence and presence of multipath (Tsatsanis and Giannakis, 1997; Choi and Moon, 2020). Other methods considered
eigenvalue decomposition (Burel and Bouder, 2000; Bouder et al., 2004) and neural betwork (NN) unsupervised learning
(Bouder and Burel, 2000; Zhang et al., 2012). However, the proposed approaches make assumptions that do not hold for the case
of LEO satellite transmitters, mainly the low magnitude of the frequency offset and stationarity of the channel. Unfortunately,
as a result of the high dynamics of LEO satellites transmitting in the K-band, large shift and rate changes will be observed in
both the carrier and code phase of the received signal. In this case, it is nearly impossible to coherently integrate the signal to



accumulate enough power for reliable detection of synchronization signals.

While carrier phase (Khalife et al., 2020) and Doppler (Tan et al., 2019b; Farhangian and Landry, 2020; Orabi et al., 2021)
measurements have been successfully extracted from Orbcomm and Iridium NEXT LEO satellites, these approaches so far relied
on the knowledge of the structure of the transmitted signals. For example, Orbcomm and Iridium satellites uses Symmetric
Differential Phase Shift Keying (SD-PSK) modulation (Orbcomm, 2002; Iridium Constellation LLC, 2013), which fail to
generalize to OFDM-based constellations.

There is still little information about the signal structure of future constellations that will bring thousands of satellites into
LEO. This paper aims to develop a blind LEO receiver unrestrained from the challenges discussed above, i.e., agnostic to the
modulation scheme used (M-ary PSK, ODFM, or other) and the dynamics of the satellite. The paper’s main contributions are as
follows. First, a receiver design for blind opportunistic navigation using broadband LEO satellites is presented. The proposed
receiver produces Doppler, carrier, and code phase observables. Second, the performance of the proposed receiver is assessed
experimentally for UAV navigation with real signals from two Orbcomm LEO satellites. It is shown that the proposed receiver
successfully extracted the aforementioned observables. A base with known states was set up in the UAV’s vicinity, which
produced navigation observables to the same Orbcomm satellites. The differential carrier phase observables were fed to an
extended Kalman filter (EKF) to estimate the UAV’s trajectory. Over the UAV’s 2.28 km trajectory, a position root mean-squared
error of 13.9 m was achieved exclusively with the Orbcomm satellite signals.

The rest of the paper is organized as follows. Section II overviews the blind receiver structure and details the received signal
models, tracking loops, and navigation beacon estimation. Section III presents the experimental results. Section IV gives
concluding remarks.

II. BLIND RECEIVER STRUCTURE
1. Blind Receiver Overview
The receiver operates in three stages : (i) blind Doppler tracking that uses correlation in the frequency-domain as a frequency
discriminator and tracks the Doppler using a frequency-locked loop (FLL), (ii) beacon estimation from the coherent accumulation
of the received signal after wiping off the Doppler tracked by the FLL, and (iii) tracking LEO signals using the estimated beacon
in the previous step to produce navigation observables. Figure 2 summarizes the block diagram of the proposed receiver.
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Figure 2: Structure of the proposed blind receiver

2. Continuous-Time Transmitted Baseband Signal Model
Let x(t) be the unknown signal transmitted by a navigation source. The proposed framework does not assume any particular
modulation or multiplexing scheme. The only assumption is that the transmitted signal x(t) comprises M periodic synchroniza-
tion signals {sm(t)}Mm=1, with the m-th signal having a period Tm. The total number of periodic signals M may be unknown.



Furthermore, these periodic signals may be multiplexed in time, frequency, and/or code. As such, x(t) is modeled as

x(t) =
∞∑

n=−∞

M∑
m=1

sm(t− nTm) +m(t), (1)

where m(t) denotes the remaining, non-periodic signals in the original transmitted signal x(t). Let T0 denote the least common
multiplier of {Tm}Mm=1. Subsequently, one can define a periodic signal s∗(t) that encompasses all periodic signals contained in
x(t) with period T0 as

s∗(t) =
M∑

m=1

sm(t),

where,

s(t) =
∞∑

n=−∞
s∗(t− nT0).

The signal can now be expressed as x(t) = s(t) +m(t). The signal x(t) is then transmitted at a carrier frequency fc as

xc(t) = x(t) exp (j2πfct) . (2)

3. Continuous-Time and Discrete-Time Received Baseband Signal Model
Let τd(t) denote the time it takes until the transmitted signal reaches the receiver’s antenna. This duration entails the (i) length
of the line of sight (LOS) between the transmitter and the receiver d(t)/c, (ii) aggregated transmitter and receiver’s clock bias
δtclk(t), (iii) ionospheric and tropospheric delays δtiono(t) and δttropo(t), and (iv) other unmodeled delays. After propagating
in an additive white Gaussian channel, the resulting time-domain received signal before baseband mixing can be expressed as

r̄(t) = xc (t− τd(t)) + n̄(t)

= x(t− τd(t)) exp (j2πfc [t− τd (t)]) + n̄(t), (3)

where n̄(t) is the complex, zero-mean, white Gaussian noise with power spectral density N0. Let r(t) denote the received signal
after baseband mixing and filtering. Then, r(t) can be expressed as

r(t) = r̄(t) exp (−j2πfct)

= x′(t− τd(t)) exp (jθ(t)) + n(t), (4)

where x′(t) and n(t) are the low-pass filter output of x(t) and n̄(t), respectively, and θ(t) is the carrier phase of the received
signal expressed as θ(t) = −2πfcτd(t).

After sampling at a sampling interval Ts, the discrete-time received signal at the k-th sub-accumulation can be approximated as

r
′

k[n] = s[n− dk] exp (jΘk[n]) + n′
k[n], (5)

where n ∈ [0, L − 1]; s[n] is the discrete-time version of s(t) with period L = T0/Ts; Θk[n] and dk are the discrete carrier
phase and code phase in samples, respectively, of the received signal at the k-th sub-accumulation; and n′

k[n] is the sequence
representing the data and noise at the k-th sub-accumulation.

4. Received Signal Dynamical Model
By using a Taylor series expansion, the carrier phase of the signal can be written as

θ(t) = θ0 + θ̇(t)t+
1

2
θ̈(t)t2 + .... (6)

Let fD(t) ≜ θ̇(t)
2π denote the apparent Doppler shift. It is important to note that the transmitter or receiver may be experiencing

very high dynamics, such in the case of LEO satellite communication or a receiver mounted on a highly dynamic aircraft. As



such, a high Doppler shift may be induced in the transmitted signal. In this paper, the carrier phase will be approximated up

to its second order, and the signal state vector is defined as x(t) ≜
[
θ(t), θ̇(t), θ̈(t), τd(t)

]T
. The dynamics of the signal is

modeled as

ẋ(t) = Ax(t) +Bw̃(t), (7)

A ≜


0 1 0 0

0 0 1 0

0 0 0 0

0 −1
2πfc

0 0

 , B ≜


0

0

1

0

 ,

where w̃(t) is a zero-mean white noise process with power spectral density qw̃. The continuous-time model (7) is discretized at
a sampling time T0 = LTs yielding

xk+1 = Fxk +wk, (8)

where F ≜ eAT0 , wk is a discrete-time process noise vector, which is a zero-mean white sequence with covariance Q =

qw̃
∫ T0

0
eAtB

(
eAtB

)T
dt.

5. Kalman Filter-Based Tracking Loop

A joint frequency, carrier, and code phase Kalman filter (KF)-based tracking loop is presented in this section. Let Θ̂k ≜[
θ̂k,

ˆ̇
θk,

ˆ̈
θk

]T
denote the carrier phase state estimate at the k-th sub-accumulation. The reconstructed sequence of the carrier

phase can be written as a second order piece-wise polynomial given by

Θ̂k[n] = θ̂k−1 +
ˆ̇
θknTs +

1

2
ˆ̈
θk (nTs)

2
, n ∈ [0, L] (9)

θ̂k ≜

{
Θ̂k[L] if k > 0

0 if k ≤ 0
(10)

The code phase estimates τ̂k, expressed in seconds, and d̂k expressed in samples, are defined as

τ̂k ≜ − θ̂k
2πfc

, d̂k ≜

⌊
τ̂k
Ts

⌉
. (11)

Note that practically θ̂0 and τ̂0 are non-zero constants given by θ(0) and θ(0)
2πc , respectively. But for simplicity, they are defined

initially as zero and this will only shift the reference of the tracking and estimation framework.

The expression of the received signal after performing carrier wipe-off using the best estimate of the carrier can be written as

rk[n] ≜ r
′

k[n] exp
(
−jΘ̂k|k−1[n]

)
= s[n− dk] exp

(
jΘ̃k[n]

)
+ nk[n], (12)

where Θ̃k[n] = Θk[n] − Θ̂k[n], and Θ̃k ≜
[
θ̃k,

˜̇
θk,

˜̈
θk

]T
is the estimation error of the carrier phase state. The sequence

rk[n] will be used to determine the: (i) carrier phase error θ̃k, (ii) Doppler error ˜̇
θk, and (iii) code phase error τ̃k at the k-th

sub-accumulation by using respective discriminators discussed in the following section.

After calculating the carrier and Doppler errors, their values are fed as innovations to a KF loop that uses the observation model

zk = Hxk + vk, (13)



H ≜

 1 0 0 0

0 1 0 0

0 0 0 1

 , R ≜

 σ2
θ 0 0

0 σ2
θ̇

0

0 0 σ2
τ

 ,

where vk is a discrete-time zero-mean white noise process with covariance R. After calculating the innovation and performing
a measurement update, the posterior carrier phase state estimate is Θ̂k|k, which will be used in the refinement of the navigation
beacon. In the beginning phase of blind tracking, the framework is not coherent and relies heavily on frequency errors to
bring the Doppler and Doppler rate errors close to zero. The frequency error is calculated using the cross-correlation in the
frequency-domain as shown in the following section. After frequency lock, the receiver reaches the nominal operating region,
in which the carrier and code phase errors produced by the nonlinear discriminators are acceptable.

6. Navigation Beacon Estimation
Since the receiver does not have any prior information about the repetitive sequence transmitted by the SOP, the receiver will
take the first sub-accumulation (k = 0) as initial prior for the beacon estimate ŝ0[n] and attempt to sequentially refine it given
the new incoming stream (k > 0) as

ŝ0[n] = r0[n] = s[n] exp
(
jΘ̃0[n]

)
+ w0[n], (14)

ŝk[n] = αsk−1[n] + (1− α)r∗k[n+ d̂k] exp
(
−jΘ̂k|k[n]

)
, (15)

where α ∈ (0, 1) is a fading memory average parameter. The goal is to drive ŝk[n] to converge to ŝ[n] which might be a shifted
version of the true sequence in time by d̃0 and rotated by a phase of θ̃0.

7. Blind Doppler Tracking using Frequency-Domain Cross-Correlation
Under the assumption that the Doppler rate is nearly constant between two sub-accumulation, and by using (5), the nonlinear
least squares (NLS) estimator for the Doppler shift θ̇k at the k-th sub-accumulation can be written as

ˆ̇
θk = argmin

θ̇

∥∥∥r′

k[n]− ŝk[n− dk] exp (−jΘ[n])
∥∥∥2

= argmax
θ̇

ℜ

{
exp(−jθk)

L−1∑
0

r
′

k[n]s
∗
k[n− dk] exp(−jθ̇knTs)

}
= 2π · argmax

f

∣∣∣R′

k(f)⊛ Ŝ∗
k(−f) exp(j2πdkf)

∣∣∣
= 2π · argmax

f

∣∣∣R′

k(f) ⋆ Ŝk(f)
∣∣∣ , (16)

where θ̇ = 2πf , (f ⋆ g)(τ) =
∫∞
−∞ f∗(t)g(t+ τ)dt is the cross-correlation operator, and (f ⊛ g)(t) =

∫∞
−∞ f(τ)g(t− τ)dτ is

the convolution. Using (16), the Doppler error can be tracked blindly and fed to the KF discussed before to refine the Doppler
shift and rate estimates.

III. EXPERIMENTAL RESULTS
This section presents experimental results validating the proposed receiver on Orbcomm LEO satellite signals.

1. Estimated Navigation Beacon from Orbcomm LEO Satellites
Orbcomm LEO signals were recorded using an Ettus E312 USRP with carrier frequency set to 137 MHz and sampling bandwidth
of 2.4 MHz. The duration of the recorded data was 100 seconds. The recorded Orbcomm signals were fed to the proposed blind
receiver. Apart from the proposed blind receiver, Orbcomm’s transmitted data were decoded using the scheme described in
(Orbcomm, 2002). After decoding, the data was cross-correlated with itself and showed repetitive behavior every T0 equals to
1 second. The decoded data was averaged in a T0 window over the 100 seconds. The averaging process increases the effective
energy of the pseudo-random (PRN) sequence. Finally, the blindly estimated navigation beacon was compared against the true
PRN sequence obtained by the averaging process. Figure 3(a) shows the true vs estimated PRN in-quadrature waveform. Figure
3(b) shows the in-phase/quadrature (IQ) plot of the estimated PRN sequence. Figure 3(c) shows the cross-correlation function



between the true and estimated PRN sequence. The prominent peak indicates successful estimation of the PRN sequence.

(a) (b) (c)

Figure 3: (a) True vs estimated PRN In-quadrature waveform. (b) Estimated PRN IQ plot. (c) Cross-correlation function between the true
and estimated PRN.

2. UAV Differential Carrier Phase Navigation using Orbcomm LEO Satellites
To assess the performance of a receiver using the blindly estimated navigation beacon discussed in the previous section, a carrier
phase differential (CD-LEO) experiment was conducted using the framework discussed in (Khalife et al., 2020). The rover was
a DJI Matrice 600 UAV equipped with an Ettus E312 USRP, a high-end VHF antenna, and a small consumer-grade GPS antenna
to discipline the onboard oscillator. The base was a stationary receiver equipped with an Ettus E312 USRP, a custom-made VHF
antenna, and a small consumer-grade GPS antenna to discipline the onboard oscillator. The receivers were tuned to a 137 MHz
carrier frequency with 2.4 MHz sampling bandwidth, which covers the 137–138 MHz band allocated to Orbcomm satellites.
Samples of the received signals were stored for off-line post-processing. The LEO carrier phase measurements were produced
at a rate of 24 Hz and were downsampled to 10 Hz. The UAV trajectory was taken from its on-board navigation system, which
uses GNSS (GPS and GLONASS), an inertial measurement unit (IMU), and other sensors. The experimental setup is shown
in Figure 4. The UAV traversed a total trajectory of 2.28 km in 120 seconds. Over the course of the experiment, the receivers
on-board the base and the UAV were listening to 2 Orbcomm satellites, namely FM 108 and FM 116.

Figure 4: The architecture of the proposed blind receiver

a) Acquisition and Tracking of Orbcomm Satellites
The receivers at the base and rover used the estimated navigation beacon to acquire the visible Orbcomm satellites during the
experiment. A joint Doppler and Code phase search was performed and successfully detected the Orbcomm satellites. Figure
5 shows the acquisition plots for the base’s receiver. After acquisition, the KF-based tracking loop was initialized using the
initial Doppler shift and code phase, and generated carrier phase observables from Orbcomm satellites. Figure 6(a) visualizes
the skyplot of the tracked Orbcomm satellites. Figure 6(b) summarizes the tracking results of the two satellites seen by the UAV.
It should be noted that the carrier phase error exhibit sudden ±π

2 phase jumps because of the presence of user data alongside
with the SD-PSK modulation employed in the transmitted signal. The SD-PSK modulation used in Orbcomm and Iridium
NEXT renders the PRN-based carrier phase tracking loop sensitive to user data and more prone to exhibit cycle slips. But in
general, one can assume that the transmitted SD-PSK modulated signals employ effective source and channel coding schemes
that equalize the probability of every symbol in the alphabet. Consequently, the average of the phase jumps due to user data is
expected to be zero.



ORBCOMM FM108 acquisition ORBCOMM FM116 acquisition

(a) (b)

Figure 5: 2-D Doppler and Code phase acquisition plots for Orbcomm FM108 (a) and FM116 (b) at the Base receiver.

(a) (b)

Figure 6: (a) Sky plot of the geometry of the 2 Orbcomm satellites for the UAV during the experiment. (b) Tracking results of the two
satellites seen by the UAV.

b) Carrier Differential Navigation with Orbcomm Satellites
The employed carrier phase model is discussed in detail in (Khalife et al., 2020) and given by

Φj
i (k) =

∥∥rri(k)− rSVj
(k′)

∥∥
2
+ cδtri(k) + cδtSVj

(k′) + cδttropij
(k) + cδtionoij (k) + λjNij + νij(k), (17)

where i ∈ {1, 2} is the index of the stationary base and mobile rover, respectively; j ∈ {1, 2} is the index of the LEO satellite;
k′ = k − δtTOFij

where δtTOFij
is the time of flight of signal from the j-th satellite to the i-th receiver; rri ≜ [xri , yri , zri ]

⊺

is the i-th receiver’s position vector in East-North-Up (ENU) frame; rSVi
≜ [xSVi

, ySVi
, zSVi

]⊺ is the j-th satellite’s position
vector in ENU; δtri and δtSVj

are the i-th receiver’s and j-th satellite’s clock biases, respectively; δttropij
and δtionoij are the

ionospheric and tropospheric delays between the i-th receiver and j-th satellite, respectively; λj is the wavelength of the j-th
satellite’s signal; Nij is the carrier phase ambiguity between the i-th receiver and j-th satellite; and νij is the measurement
noise, which is modeled as a discrete-time zero-mean white Gaussian sequence with variance σ2

ij . The difference between the
carrier phase measurement at the base and rover to the j-th satellite can be expressed as

∆Φj(k) = Φj
2(k)− Φj

1(k) =
∥∥rr2(k)− rSVj

(k′)
∥∥
2
−

∥∥rr1 − rSVj
(k′)

∥∥
2
+ c∆δtr(k) + λj∆Nj + νj(k), (18)

where it is assumed that δttrop1j
≈ δttrop2j

and δtiono1j ≈ δtiono2j , and ∆δtr = δtr2 − δtr1 is the lumped clock bias term
of the base and rover. Let ∆Φ̂j

TLE(k) denote the estimated differential carrier phase calculated using from two-line element



(TLE) files and an SGP4 propagator, which can be expressed as

∆Φ̂j
TLE(k) = Φ̂j

2,TLE(k)− Φ̂j
1,TLE(k) =

∥∥rr2(k)− rSVj
(k′)

∥∥
2
−
∥∥rr1 − rSVj

(k′)
∥∥
2
. (19)

Figure 7(a) shows the differential carrier phase ∆Φj(k) for both satellites without the initial carrier phase ambiguity ∆Nj using:
(i) observables calculated from TLE+SGP4 (equation 19) and (ii) the real tracked signals (equation 18). The difference between
the measured differential carrier phase and the one calculated from TLE+SGP4 is

∆Φj(k)−∆Φ̂j
TLE(k) = c∆δtr(k) + λj∆Nj + νj(k), (20)

which is plotted in Figure 7(b). Note that ideally, the two curves in Figure 7(b) should superimpose because they are plotting
the same ∆δtr, however, due to measurement noise and unresolved carrier phase cycle slips, the two curves do not perfectly
superimpose, nevertheless, they show the same trend.

(a) (b)

Figure 7: (a) Differential carrier phase seen by the UAV for Orbcomm FM116 and FM108 from: observables calculated from TLE (plotted
in dashed), and the real tracked signals (plotted in solid). (b) Error between the TLE-calculated and real differential carrier phase.

The single-difference carrier phase measurement fed to the EKF is given by

zj(k) ≜ ∆Φj(k) +
∥∥rr1(k)− rSVj

(k′)
∥∥
2

(21)

The UAV’s position and velocity were assumed to evolve according to a nearly constant velocity model, and the common clock
state was assumed to evolve according to the standard model of double integrator driven by noise as discussed in (Khalife et al.,
2020). A prior for the UAV’s position and velocity was obtained from the UAV’s on-board navigation system. The prior was
used to initialize the EKF. After initialization, the EKF used altimeter measurements and single-difference Orbcomm LEO
satellites measurements to estimate the states of the UAV. The position of FM 108 and FM 116 was obtained by propagating
the TLE files using SGP4. The UAV navigated for 2.28 km exclusively from only two Orbcomm LEO satellites with a position
RMSE of 13.9 m over a period of 2 minutes. Figure 8(a) illustrates the true versus estimated trajectory of the UAV. Figure 8(b)
shows the EKF position estimation error and ±3σ bounds for the carrier phase differential navigation solution.

IV. CONCLUSION
This paper presented a receiver for blind beacon estimation of LEO satellite signals. The receiver operates in three stages: (i)
blind Doppler tracking, (ii) beacon estimation from the coherent accumulation of the received signal after wiping off the Doppler
tracked by the FLL, and (iii) tracking LEO signals using the estimated beacon to produce navigation observables. Experimental
results were presented showing successful blind estimation of the navigation beacon of the Orbcomm LEO constellation. In
addition, experimental results were presented of a UAV navigating using the estimated beacons of two Orbcomm LEO satellites
via a carrier phase differential navigation framework, achieving a three-dimensional position RMSE of 13.9 m, over a trajectory
of 2.28 km traversed in 2 minutes.
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Figure 8: (a) True (from GNSS-INS) and estimated (from blind Orbcomm LEO receiver with carrier phase differential measurments)
trajectories of the UAV. (b) EKF position estimation error of the UAV and ±3σ bounds for the carrier phase differential navigation solution.
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Also known as new radio (NR), 
the next wireless communica-
tion system 5G provides faster 

data transfer speeds, lower latency, high-
er capacity, lower transmission power, 
and network slicing over fourth-gener-
ation (4G) long-term evolution (LTE). 
Autonomous vehicles involve enormous 
quantity of data collection, processing, 
and communication for navigation 
trajectory, traffic information, and sur-
rounding vehicles and obstacles. 5G 
could revolutionize autonomous vehi-
cles’ capabilities, from data sharing to 
navigation and situational awareness. 
This article assesses the potential of 5G 
signals for opportunistic navigation.

A carrier-aided code-based software-
defined receiver (SDR) in this research 
produces navigation observables from 
received downlink 5G signals. These 
observables are analyzed to assess the 

Innovative features of cellular fifth-generation (5G) signals enable the 
wireless system to play a major role in autonomous technologies. Test 
results of a ground vehicle navigating with signals from five 5G base 
stations (gNBs) over a trajectory of 773 m traversed in 110 seconds show a 
position root mean-squared error of 4.1 m.

PNT FROM 5G

Carpe Signum: Seize the Signal 
Opportunistic Navigation with 5G

performance of 5G signals for opportu-
nistic navigation.

A wealth of recent research has con-
sidered the use of signals of opportunity 
(SOPs) as complementary and alternative 
navigation sources in GNSS-challenged 
environments [1]. SOPs are signals not 
intended for navigation purposes; how-
ever, they can be exploited for navigation, 
such as Wi-Fi [2], AM/FM [3], digital 
television [4], low-Earth orbit [5], and cel-
lular [6[. Cellular signals, code-division 
multiple access (CDMA) and LTE, have 
shown high ranging and localization 
accuracy using specialized software-
defined receivers (SDRs). See Reference 
[7]. To date, all 5G navigation results pub-
lished in the literature have been limited 
to theoretical analyses, simulations, or 
laboratory-emulated 5G signals, due to:
•  The structure of 5G signals 

has been recently finalized.
•  5G has been implemented 

only in a few major cities.
•  The hardware for both reception 

and transmission in 5G systems, in 
which millimeter waves (mmWaves) 
are used, is still in development.

•  The proposed navigation approaches 
require a network-based approach, in 
which the user’s privacy is revealed 
for the network. This also limits 
the user equipment (UE) to a single 
serving cellular provider, which 
limits the number of gNBs in sight.
See sidebar 5G Characteristics.
This article describes the first experi-

mental demonstration of navigation 
with real cellular 5G signals, tackling 
the aforementioned challenges by:
•  Studying opportunistic navigation 

of 5G signals and presenting 
potential signals to be exploited 
for navigation purposes.

•  Presenting an SDR to extract 
navigation observables 
from 5G signals.

•  Implementing a navigation 
framework using an extended 
Kalman filter (EKF) to estimate 
the receiver’s position, along with 

ZAHER (ZAK) M. KASSAS,  
ALI A. ABDALLAH AND MOHAMAD ORABI, 
UNIVERSITY OF CALIFORNIA, IRVINE
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the clock biases of the receiver 
and gNBs from extracted 5G 
navigation observables.

5G Signal Structure
Orthogonal frequency multiplexing 
(OFDM) with cyclic prefi x (CP) is used 
as a modulation technique for 5G down-
link signals, which is the same wave-
form LTE has adopted for its downlink 
signal. Here, we implement an oppor-
tunistic UE-based navigation approach; 
thus, only 5G downlink signal structure 
is discussed. OFDM uses a multi-carrier 
transmission scheme: transmitted data 
symbols are mapped into multiple nar-
rowband subcarriers in the frequency-
domain, which reduces frequency selec-
tive fading eff ect caused by multipath. 
The serial data symbol {S1,…,SN} are 
parallelized in group symbols, each of 
length NR, where NR is the number of 
subcarriers carrying the data. Th en, a 
guard band in the frequency-domain 
is applied by zero-padding both sides of 
the signal and extending the NR subcar-
riers into Nc subcarriers. At this step, an 
inverse fast Fourier transform (IFFT) is 
taken, and the last LCP elements are re-
peated in the beginning, which serves 
as a guard band in the time-domain to 
protect the OFDM signals from inter-
symbol interference (ISI).

At the receiver, the transmitted sym-
bols are demodulated by executing these 
steps in reverse order. The obtained 
OFDM signals are arranged in a 2-D 
frame. The structure of this frame 
depends on the transmission type of 
the 5G signal, which can be either time 
division duplexing (TDD) or frequency 
division duplexing (FDD). Here, we 
use 5G signals from frequency range 1 
(FR1), where most cellular providers are 
using FDD due to its providing better 
coverage and less latency.

Compared to LTE numerology (i.e., 
subcarrier spacing (SCS) and symbol 
length), which supports only one type of 
subcarrier spacing, Δƒ=15kHz, 5G sup-
ports diff erent types of subcarrier spac-

FIGURE 1 Diff erent numerologies of 5G and the corresponding: single OFDM carrier and timing 
of two consecutive OFDM symbols guarded by CPs.

ing. Figure 1 shows the diff erent types, 
where μ denotes the numerology.

Th e duration of the FDD 5G frame is 

(1)

where Δƒmax=480 kHz, Nƒ=4096, and 
Tc= =0.509 ns is the basic time unit 
for 5G. Each 5G frame consists of ten 
subframes, with duration 1 ms each. 
Th e number of OFDM symbols per sub-
frame is = . Th e 
frame is divided into two equally-sized 
half-frames consisting of fi ve subframes 
each and denoted by: (i) half-frame 0 
consisting of subframes 0-4 and (ii) half-
frame 1 consisting of subframes 5-9.

For a predefi ned μ, the number of slots 
is denoted by 
or  in an increas-
ing order within a subframe or a frame, 
respectively. Th e number of symbols per 
slot  depends on the type of cyclic 
prefi x and the specifi ed numerology.

Th e table in Figure 1 shows for diff er-
ent numerologies: the number of OFDM 
symbols per slot, number of slots per 
frame, number of slots per subframe, 
and CP type.

A resource block (RB) is defined as 
Nsc

RB=12 subcarriers in the frequency-
domain and has the time length of a 
resource grid . A resource 
block consists of resource elements. 
The minimum and maximum num-
ber of resource blocks along with the 
corresponding bandwidth for differ-
ent numerologies are summarized in 
Table 1. Each element in the 5G frame 
is uniquely identified for a specific 
antenna port p and subcarrier con-
figuration μ by (k,l)p,μ, where k is 
the index in frequency domain and 
l is the symbol position in the time 
domain relative to some reference 
point. In the 5G protocol, “Point A” 
serves as a common reference point. 
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Figure 2 summarizes the 5G frame 
structure.

At the receiver side, the received 5G 
signal must be converted to frame struc-
ture before extracting signals of interest. 
To do so, the frame start time should be 
known. For the purpose of providing 
the frame start time, the gNB broad-
casts synchronization signals (SS) with 
a pre-specifi ed symbol mapping in the 
5G frame. Th e SS includes two reference 
signals: primary synchronization signal 
(PSS) and secondary synchronization 
signal (SSS), which provide symbol and 
frame timing, respectively. Once the 
frame start time is known, the CPs can 
be removed and a fast Fourier trans-
form (FFT) is taken to construct the 
OFDM symbols in the frame. Th e SS, 
the physical broadcast channel (PBCH), 
and its associated demodulation refer-
ence signal (DM-RS) are transmitted 
in the same 4 symbols block called the 
SS/PBCH block. The SS/PBCH block 
consists of 240 contiguous subcarrier 
(20 RBs) and four consecutive OFDM 
symbols. Within the SS/PBCH, the sub-
carriers are numbered in an ascending 
order from 0 to 239. Figure 3 shows the 
SS/PBCH block structure and the cor-
responding OFDM symbols and sub-
carriers mapping of the diff erent signals 
within the block. Note that the position 
of PBCH-DM-RS varies with v, and the 
value v changes depending on the physi-
cal cell ID. Th e SS/PBCH block is trans-
mitted every two frames and is trans-
mitted numerous times, where each set 
of these transmitted block is called an 
SS/PBCH burst. Th e SS/PBCH burst has 
to be confi ned within a half-frame win-
dow (5 ms). Each block in the SS/PBCH 
burst is beamformed in a different 
direction. Th e frequency location of the 

SS/PBCH within the 5G frame depends 
on the 5G high-level signaling. Th e time 
location of the SS/PBCH block and the 
size of the SS/PBCH burst in the frame 
depends on the transmission frequency 
fc and the numerology μ. 

The PSS and SSS are two orthogo-
nal maximum-length sequences 
(m-sequences) of length 127 and are 
transmitted on contiguous subcarriers. 
Th e PSS has three possible sequences 
NID

(2) ∈{0,1,2}, each of which maps to an 
integer representing the sector ID of the 
gNB. Th e SSS has 336 possible sequences 
NID

(1) ∈{0,1,…,335}, each of which maps 
to an integer representing the group 
identifi er of the gNB. Both NID

(1) and NID
(2)

defi ne the physical cell identity of the 
gNB according to

(2)

PBCH is a physical channel that is 
used to transmit the system informa-
tion required to establish the connec-
tion between the gNB and the UE. Th e 
DM-RS signal associated with the PBCH 
is used for decoding purposes and esti-
mate the channel frequency response. 

5G Receiver and Navigation Framework
A carrier-aided SDR is used to oppor-
tunistically extract TOA measurements 
from 5G signals. Th e receiver has three 
main stages: 5G carrier frequency 
extraction, acquisition, and tracking. 

Assuming the knowledge of the gNBs’ 
locations, the estimated TOA measure-
ments are fed to an EKF to estimate the 
state vector defi ned as 
where xr is the 3-D position and veloc-
ity of the receiver and xclk is the relative 
clock bias and drift  between the receiv-
er and each of the gNBs. Th e receiver 
dynamics are assumed to evolve accord-

FIGURE 2 5G frame structure.

FIGURE 3 SS/PBCH block structure and 
the corresponding OFDM symbols and 
subcarriers mapping of the diff erent 
signals within the block.

μ Nmin Nmax Minimum bandwidth [MHz] Maximum bandwidth [MHz]

0 24 275 4.32 49.5

1 24 275 8.64 99

2 24 275 17.28 198

3 24 275 34.56 396

4 24 138 69.12 397.44

TABLE 1 The minimum and maximum number of resource blocks and the corresponding 
bandwidths for diff erent numerologies.

RB RB
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ing to nearly constant velocity dynamics, while the clock error 
dynamics are assumed to evolve according to the standard 
double integrator model driven by noise. 

Experimental Demonstration
To the best of the authors’ knowledge, this demonstration of 
5G opportunistic navigation for a ground vehicle navigating in 
a challenging urban environment is the fi rst navigation solu-
tion produced using ambient 5G signals from serving gNBs.

Experimental Setup and Layout. The experiment was per-
formed on Main Street, Santa Ana, California. A quad-
channel National Instrument (NI) universal soft ware radio 
peripheral (USRP)-2955 was mounted on a vehicle; only two 
channels were used to sample 5G signals with a sampling 
ratio of 10 MSps. Th e receiver was equipped with two con-
sumer-grade cellular omnidirectional Laird antennas. Th e 
USRP was tuned to two carrier frequencies corresponding 
to two U.S. cellular providers summarized in Table 2. Th e 
USRP was driven by a GPS-disciplined oscillator (GPSDO) 
and the sampled data were stored for post-processing. Th e 
vehicle was equipped with a Septentrio AsteRx-i V integrat-
ed GNSS-IMU whose x-axis pointed toward the front of the 
vehicle, y-axis pointed to the right side of the vehicle, and 
z-axis pointed upward. AsteRx-i V is equipped with a dual-

5G Characteristics
5G will coexist with the previous 4G LTE. 5G deploys a similar 
structure to LTE, both using orthogonal frequency division 
multiplexing (OFDM) for downlink transmission. The 5G system 
is very attractive by design for navigation purposes due to its:

•  HIGH CARRIER FREQUENCIES: 5G is designed to 
transmit at two main frequency ranges (FRs): FR1, which 
spans 450 MHz to 6 GHz; and FR2, which spans 24.25 to 
52.6 GHz. High carrier frequencies yield precise carrier-
phase navigation observables and reduce multipath 
eff ect due to high signal path loss, especially for FR2.

•  ABUNDANCE: the 5G design tackles the problem 
of high signal path loss of millimeter waves 
(mmWaves) by using beamforming techniques and 
small cells, which makes the gNBs ubiquitous.

•  GEOMETRIC DIVERSITY: cellular towers 
have favorable geometry by construction of 
the cells to provide better coverage.

•  LARGE BANDWIDTH: While a single LTE signal has a 
bandwidth up to 20 MHz, a single 5G signal has a bandwidth 
up to 100 MHz and 400 MHz bandwidth for FR1 and FR2, 
respectively. This makes it less susceptible to multipath 
errors; it can diff erentiate multipath components with 
shorter delays from the line-of-sight (LOS) signal.

•  HIGH RECEIVED POWER: the received carrier-to-noise-
ratio C/N0 of cellular signals from nearby cellular towers 
is more than 20 dB-Hz higher than GPS signals.
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Your ONE source for GNSS products and solutions  

+1-703-256-8900 • 800-628-0885
www.navtechgps.com/xnav650-mems-imu-receiver/

557: Inertial Systems, Kalman Filtering, and GPS/INS 
Integration. Instructors: Dr. Alan Pue and Mr. Michael Vaujin.  
Immerse yourself in the fundamentals and practical 
implementations that fuse GPS receiver measurements with 
strapdown inertial navigation. (Five days, May 17-21)

346: GPS/GNSS Operation for Engineers and Technical 
Professionals. Instructor: Dr. Chris Hegarty.  For those needing 
a well-coordinated, intensive introduction to GNSS concepts, 
design and operation; and for those wanting a greater 
understanding of colleagues’ work to become a more 
productive member of the team. (Four days, April 27-30) 

122: GPS/GNSS Fundamentals and Enhancements. Instructor: 
Dr. Chris Hegarty.  Take the first two days of 346 for an overview 
of how the GPS/GNSS system works (Two days, April 27-28)

April and May GNSS Training

557: Inertial Systems, Kalman Filtering, and GPS/INS 

Live Remote Courses with Real-Time Engagement
Taught by World-Class GPS/GNSS/INS Experts

Contact us about integrating the xNAV650 
into your applications.

� Compact: 77 x 63 x 24 mm; Light weight:  130g

� Dual antenna, quad constellation, 2 cm position accuracy

� PTP time stamp for  LiDAR synchronization

� Riegl, Velodyne, Z+F,  and other sensors supported

� Robust post-processing software included

� High accuracy: 0.05 pitch and roll

� Tactical grade, No magnetometer, No ITAR restrictions

NavtechGPS brings you ... 

NEW!  xNAV650 INS 
Ideal for SWaP constrained drones, mobile mapping, 
and UAV based applications where long flight times 
are needed

 Hegarty  Pue  Vaujin



56      InsideGNSS  J A N U A R Y / F E B R U A R Y  2 0 2 1 www.insidegnss.com

antenna multi-frequency GNSS receiv-
er and a VectorNav VN-100 MEMS 
IMU. Th e GNSS-IMU with SBAS navi-
gation solution produced by AsteRx-i 
V was used as the ground truth in this 
experiment. Figure 4 shows the experi-

gNB Carrier frequency [MHz] NID
Cell Cellular provider

1 872 239 AT&T

2 872 918 AT&T

3 872 81 AT&T

4 632.55 103 T-Mobile

5 632.55 354 T-Mobile

TABLE 2 gNBs characteristics.

PNT FROM 5G

FIGURE 5 Estimated pseudorange and Doppler versus true range and Doppler measurements 
for the fi ve exploited gNBs.

FIGURE 4 Experimental hardware and software setup.

PNT FROM 5G

mental hardware and soft ware setup.
Navigation Solution. The vehicle tra-

versed a distance of 773 m in 110 sec-
onds. Figure 5 shows the true pseudor-
ange and Doppler to all 5G gNBs versus 
the estimated pseudorange and Doppler 

as produced by ASPIN Laboratory’s 
Multichannel Adaptive TRansceiver 
Information eXtractor (MATRIX) SDR. 
Th e true range and Doppler measure-
ments were obtained using the vehicle’s 
ground truth trajectory and the sur-
veyed locations of the gNBs.

Th e EKF’s position and velocity state 
vectors and their corresponding covari-
ances were initialized using the output 
of the GNSS-IMU system. Th e initial 
relative clock biases were eliminated, 
i.e., the EKF’s relative clock biases were 
initialized to zero. Th e fi rst two 5G mea-
surements were dropped, as the fi rst two 
position estimates from the GNSS-IMU 
system were used to initialize the rela-
tive clock drift s. Figure 6 shows the envi-
ronmental layout, the location of the 
gNBs, the opportunistic 5G navigation 
solution, and the vehicle’s ground truth 
trajectory.
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Cognitive Opportunistic Navigation in Private
Networks With 5G Signals and Beyond

Mohammad Neinavaie , Graduate Student Member, IEEE, Joe Khalife ,
and Zaher M. Kassas , Senior Member, IEEE

Abstract—A receiver architecture is proposed to cognitively ex-
tract navigation observables from fifth generation (5G) new radio
(NR) signals of opportunity. Unlike conventional opportunistic
receivers which require knowledge of the signal structure, partic-
ularly the reference signals (RSs), the proposed cognitive oppor-
tunistic navigation (CON) receiver requires knowledge of only the
frame duration and carrier frequency of the signal. In 5G NR,
some of these RSs are only transmitted on demand, which limits
the existing opportunistic navigation frameworks to signals which
are on always-on; hence, limiting the exploitable RS bandwidth. To
exploit the full available bandwidth and improve ranging accuracy,
the proposed CON receiver is designed to estimate all the RSs con-
tained in the transmitted signals corresponding tomultiple 5Gbase
stations, (i.e., gNBs). Navigation observables (pseudorange and
carrier phase) are subsequently derived from the estimated RSs.
The proposed receiver operates in two stages: (i) acquisition and (ii)
tracking. The acquisition stage of the CON receiver is modeled as a
sequential detection problem where the number of gNBs and their
corresponding RSs and Doppler frequencies are unknown. The
generalized likelihood ratio (GLR) test for sequentially detecting
active gNBs is derived and used to estimate the number of gNBs
and their RSs. In order for the receiver to refine and maintain
the Doppler and RS estimates provided by the acquisition stage,
tracking loops are designed. A sufficient condition on the Doppler
estimation error to ensure that the proposed GLR asymptotically
achieves a constant false alarm rate (CFAR) is derived. The output
of the tracking loops, namely carrier phase and codephase, are then
used to estimate the receiver’s position. Extensive experimental
results arepresenteddemonstrating the capabilities of theproposed
CON receiver with real 5G signals on ground and aerial platforms,
with an experiment showing the first navigation results with real
5G signals on an unmanned aerial vehicle (UAV) navigating using
the CON receiver over a 416 m trajectory with a position root
mean-squared error (RMSE) of 4.35 m.

Index Terms—5G, new radio, cognitive radio, signals of
opportunity, navigation, positioning.
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I. INTRODUCTION

CURRENT capabilities offered by fourth generation (4G)
mobile communications will not meet the demands of

emerging applications such as Internet of Things (IOT) and au-
tonomous vehicles [1], [2]. To address such demands, fifith gen-
eration (5G) has been developed, with a focus on features such
as enhanced mobile broadband, ultra-reliable low-latency com-
munications, and massive machine type communications [3].
Based on the performance requirements set by the international
telecommunication union (ITU), the third generation partnership
project (3GPP) began 5G standardization in 2015 and released
its first specifications on a 5G system in June 2018, which
included both the new air interface, known as new radio (NR),
and 5G core network (5GC) [4]. One main characteristic of
5G signals is high data rate, which necessitates a higher trans-
mission bandwidth and more sophisticated multiplexing tech-
niques. The scarcity of unlicensed spectrum in lower frequencies
called for using millimeter waves (mmWaves) for NR signal
transmission [5]. The high path loss of propagated mmWave
signals can be compensated for by beamforming techniques
and massive multiple-input multiple-output (mMIMO) antenna
structures [6]. Beamforming in 5G requires the knowledge of the
user’s location, which means that 5G-based positioning is not
only an auxiliary service, but is essential for resource allocation
and beamforming for high data rate transmission [7]. Different
types of positioning techniques have been evaluated by the 3GPP
in Release 15 and 16 [8].

Cellular positioning techniques in the literature can be clas-
sified into network-based and opportunistic approaches [9],
[10]. Network-based approaches require two-way communica-
tion with the network and the transmission of a pre-specified
positioning reference signal (PRS) and some system param-
eters such as the number of transmission antennas and the
beamforming matrix. Network-based positioning capabilities in
wireless communication systems have been defined since 4G
systems [11]. In a contrast to network-based approaches, in
opportunistic approaches, the user equipment (UE) estimates
its position from downlink signals, without communicating
back with the network. As such, opportunistic approaches are
more attractive than network-based approaches since: they (i)
do not require additional overhead or bandwidth, (ii) preserve
the UE’s privacy, (iii) do not require paying subscription to the
network, and (iv) enable the UE to exploit signals from multiple
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cellular providers simultaneously, which improves the position-
ing accuracy.

Opportunistic navigation frameworks usually rely on the
broadcast reference signals (RSs), which are used to derive
direction-of-arrival (DOA) and time-of-arrival (TOA) [12].
These signals are known at the UE and are universal across
network operators. Hence, they can be exploited for position-
ing without the need for the UE to be a network subscriber.
In cellular long-term evolution (LTE) networks, several RSs,
such as the cell-specific reference signal (CRS), are broad-
cast at regular and known time intervals, regardless of the
number of UEs in the environments. This always-on type of
transmitted RSs reduces the network’s energy efficiency and
increases operational expenses and interference. One of the
main features of 5G signals is ultra-lean transmission, which
minimizes the transmission of always-on signals. For instance,
CRS which used to be an always-on RS in LTE, is not necessarily
being continuously transmitted in 5G signals. Up until now,
5G opportunistic navigation methods relied on the always-on
signals, e.g., the primary and secondary synchronization signals
(PSS and SSS, respectively) and the physical broadcast channel
(SB/PBCH) block, none of which use the entire signal bandwidth
[13]–[15].

This paper presents a cognitive opportunistic navigation
framework (CON) by developing a 5G receiver architecture
to simultaneously detect the active gNBs in the environment,
estimate the number of gNBs and their unknown RSs which are
not necessarily always-on, and exploit them to derive navigation
observables in a cognitive fashion. There are four main RSs in 5G
signals: demodulation RSs, phase tracking RSs, sounding RSs,
and channel state information (CSI) RSs. These RSs are only
transmitted on demand, which limits the efficacy of conventional
opportunistic navigation frameworks which rely on always-on
RSs. For instance, while the receiver proposed in [14] was the
first 5G-based opportunistic navigation receiver, it relies on the
always-on SB/PBCH block. The downside of relying only on
the SB/PBCH block is the limited bandwidth. Higher signal
bandwidth translates to more accurate TOA estimates. In order to
exploit the full ranging accuracy achievable with 5G signals, the
proposed CON receiver is designed to cognitively estimate the
RSs present in the entire bandwidth and exploit them to obtain
navigation observables (pseudoranges and carrier phase). Not
only the proposed receiver is capable of exploiting RSs which are
not always-on, but the cognitive nature of the proposed receiver
enables opportunistic navigation with future communication
standards with unknown or partially known signal specifica-
tions. The proposed receiver architecture relies solely on the
periodicity of the RSs and requires very limited information
about the 5G signal, namely it only assumes knowledge of the
frame duration and the carrier frequency. It should be pointed
out that an energy detector can be used to provide an estimate
of the carrier frequency and using the current literature, e.g.,
the period estimator in [16], the frame duration can also be
estimated in a pre-processing stage. One main challenge faced by
the CON receiver is the problem of distinguishing signals from
multiple 5G base stations, i.e., gNBs, multiplexed over the same

channel. This task is relatively simple when the RSs are known,
as RSs are usually designed to have desirable autocorrelation and
cross-correlation properties. Since this paper does not assume
knowledge of the RSs, it is desirable for the CON receiver to
be able to detect multiple gNBs and distinguish their signals.
To this end, a subspace-based detection scheme leveraging the
Doppler frequency subspace is proposed to estimate the number
of available gNBs and estimate their RSs.

Specifically, the contributions of this work are as follows:
� A CON receiver design is presented, which could estimate

the unknown RSs of a gNB. The cognitive nature of the
proposed receiver enables estimating both always-on and
on demand RSs which are not necessarily always-on. Us-
ing extensive experiments, it is shown that the estimated
RSs posses higher bandwidth compared to conventional
5G opportunistic navigation receivers, which allows for
producing more precise navigation observables.

� A sequential generalized likelihood ratio (GLR) detector
is derived to detect the presence of multiple gNBs on the
same channel and provide an estimate of the number of
active gNBs. The detector relies on matched subspace
detection, where the signal subspace is defined by the
Doppler frequencies of the gNBs. The sequential GLR
detector estimates the number of gNBs, and their Doppler
frequencies, and it provides an initial estimate of their
unknown RSs, which are then used and refined in the
tracking loops.

� A sufficient condition on the Doppler estimation error to
ensure that the proposed GLR asymptotically achieves a
constant false alarm rate (CFAR) is derived.

� Extensive experimental results are presented demonstrat-
ing the capabilities of the proposed CON receiver with real
5G signals on ground and aerial platforms. On a ground
vehicle, it is demonstrated that the CON receiver yields a
reduction of 10% and 37.7% in the estimated delay and
Doppler root mean squared error (RMSE), respectively,
over that achieved with a conventional opportunistic nav-
igation 5G receiver that has complete knowledge of the
transmitted RSs but only relies on always-on RSs. On an
unmanned aerial vehicle (UAV), it is demonstrated that the
proposed CON receiver enables the UAV to navigate over a
416m trajectory with two 5G NR gNBs achieving a position
RMSE of 4.35 m. To evaluate the performance of the CON
receiver in a scenario where the RSs are always-on, another
experiment is conducted in which a UAV navigates with
long-term evolution (LTE) eNodeBs, achieving a position
RMSE of 2.07 m, which is identical to the performance
achieved with a conventional opportunistic navigation 4G
receiver that has complete knowledge of the transmitted
RSs.

The rest of the paper is organized as follows. Section II surveys
related research on navigation with 4G and 5G signals. Sec-
tion III describes the received baseband signal model. Section IV
presents the proposed CON receiver architecture. Section V
presents the experimental results. Section VI gives concluding
remarks.
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II. RELATED WORK

1) Opportunistic Navigation: Over the past decade, oppor-
tunistic navigation has been demonstrated in the literature with
different types of signals, also known as signals of opportu-
nity (SOPs). SOP examples include cellular [9], [10], digital
television [17], [18], AM/FM [19], [20], Wi-Fi [21], [22], and
low-earth orbit (LEO) satellite signals [23], [24]. Among SOPs,
cellular signals have attracted considerable attentions due to their
desirable attributes, including: (i) large transmission bandwidth,
(ii) high carrier-to-noise ratio, and (iii) desirable geometric di-
versity [25]. While meter-level and decimeter-level SOP-based
navigation solutions were demonstrated on ground vehicles and
UAVs, respectively, the aforementioned approaches relied on
the knowledge of a subset of the RSs transmitted by the SOP.
These methods would fail if (i) the receiver enters an unknown
SOP environment where the number of active SOPs and their
corresponding RSs are unknown, or (ii) some signal parameters
change due to the dynamic nature of wireless protocols. This
paper addresses these issues by estimating all available RSs
within the SOP with minimal prior knowledge.
2) Positioning With 5G Signals: The characteristics of

mmWave signals were evaluated for positioning in [26]. Cramér-
Rao lower bounds (CRLBs) of the direction-of-departure
(DOD), DOA, and TOA for both uplink and downlink mmWave
signals were derived in [27], [28], showing sub-meter posi-
tioning error, and sub-degree orientation error. To exploit the
sparsity of mmWave channels, tools relying on compressed
sensing were proposed in [29], [30] to estimate DOD, DOA,
and TOA of the UE, showing sub-meter level position error via
simulation results. The DOD and UE’s position were estimated
in a two-stage Kalman filter using the signal strength from
multiple base stations in [31], which yielded sub-meter-level
three-dimensional (3-D) position accuracy. The joint estimation
of the position and orientation of the UE, as well as the location
of reflectors or scatterers in the absence of the line-of-sight
(LOS) path, were considered in [32], showing less than 15m
position RMSE and less than 7° orientation RMSE. A two-way
distributed localization protocol was proposed in [33] to remove
the effect of the clock bias in TOA estimates. In [7], a positioning
method for multiple-output single-input systems was proposed,
where the DOD and TOA of the received signal were used
to localize a UE. In [34], estimation of signal parameters via
rotational invariant techniques (ESPRIT) was used to estimate
the DOA and DOD of the signal. Experimental results in [14]
and [13] showed meter-level navigation using TOA estimates
from 5G signals. The results presented therein rely only on
the PSS and SSS for TOA estimation. It is shown that the
proposed receiver yields a narrower RS autocorrelation function,
which translates to more accurate TOA estimates. Moreover, the
proposed receiver architecture can be readily adapted to any type
of signal containing periodic RSs.
Detection of Unknown Signals in the Presence of Noise and

Interference: The acquisition stage of the CON receiver is mod-
eled as a sequential matched subspace detection problem, which
comprises estimating the number of gNBs, an initial estimate of
normalized Doppler, and an initial estimate of the RSs. The

detection problem of an unknown source in the presence of
other interfering signals falls into the paradigm of matched
subspace detectorswhich has been widely studied in the classic
detection literature [35]–[37]. Matched subspace detectors are
used frequently in radar signal processing, e.g., in source local-
ization in multiple-input multiple-output (MIMO) radars [38]
and passive bistatic radar [39]. In [40], the design of subspace
matched filters in the presence of mismatch in the steering
vector was addressed. The performance of low-rank adaptive
normalized matched subspace detectors was studied in [41].
In [42], the idea of subspace matching was used to present a
solution to the problem of detecting the number of signals in
both white and colored noise. In [43], the structure of the noise
covariance matrix was exploited to enhance the matched sub-
space detection performance. In [44], adaptive vector subspace
detection in partially homogeneous Gaussian disturbance was
addressed. Recently, machine learning approaches have been
proposed for unknown transmitter detection, identification, and
classification [45], [46]. In the navigation literature, detection of
unknown signals has been studied to design frameworks which
are capable of navigating with unknown or partially known
signals. The problem of detecting Galileo and Compass satellites
signals was studied in [47], which revealed the spread spectrum
codes for these satellites. Preliminary experiments on navigation
with partially known signals from low and medium Earth orbit
satellites were conducted in [48]–[51]. In particular, a chirp
parameter estimator was used in [49] to blindly estimate the
GPS pseudorandom noise (PRN) codes. In [50], a blind channel
estimator was proposed to exploit Orbcomm satellite signals for
navigation purposes. In [51], OFDM signals were emulated from
Orbcomm LEO satellites and an FFT-based Doppler estimator
was proposed to exploit these signals for navigation purposes.
While these approaches yielded useful insights, they either
exploited signals that have a simpler structure compared to 5G or
proposed different receiver structures than the one developed in
this paper. In particular, this paper uses the concept of matched
subspace detection to design a full receiver architecture, whose
performance is analyzed analytically and is subsequently tested
experimentally with real 5G signals. It is shown that the proposed
receiver is capable of detecting the number of active gNBs,
along with their corresponding RSs and Doppler frequencies
with only the prior knowledge of the frame duration and the
carrier frequency.

III. RECEIVED BASEBAND SIGNAL MODEL

This section provides a brief review of the NR RSs, and
presents the signal model.

A. Brief Review of NR RSs

NR adopts orthogonal frequency division multiplexing
(OFDM) scheme, as was the case in 4G. In OFDM-based
transmission, the symbols are mapped onto multiple carrier
frequencies, referred to as subcarriers, with a particular spacing
known as subcarrier spacing. Unlike the 4G signal standard,
which considers a fixed subcarrier spacing of 15 kHz, subcarrier
spacing values of 15× 2μ, with μ ∈ {0, 1, 2, 3} are supported
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by NR. The system selects subcarrier spacing values based
on carrier frequency, and/or other requirements and scenarios.
Once the subcarrier spacing is configured, the frame structure is
identified. An NR frame has a duration of 10ms and consists of
10 subframes with durations of 1 ms [4]. In the proposed receiver,
only the frame duration and carrier frequency are assumed to be
known. In the frequency-domain, each subframe is divided into
numerous resource grids, each of which has multiple resource
blocks with 12 subcarriers. The number of resource grids in the
frame is provided to the UE from higher level signallings. A
resource element is the smallest element of a resource grid that
is defined by its symbol and subcarrier number [4].

To provide frame timing to the UE, a gNB broadcasts synchro-
nization signals (SS) on pre-specified symbol numbers. An SS
includes PSS and SSS, which provide symbol and frame timing,
respectively. The PSS and SSS are transmitted along with the
PBCH signal and its associated demodulation reference signal
(DM-RS) on a block called SS/PBCH block. The SS/PBCH
block consists of four consecutive OFDM symbols and 240
consecutive subcarriers. The SS/PBCH block has a periodicity
of 20 ms and is transmitted numerous times on one of the half
frames, also known as SS/PBCH burst.

B. Signal Model

As it was mentioned previously, the SS/PBCH block is not
transmitted on the whole signal’s bandwidth. Therefore, meth-
ods which only rely on SS/PBCH block, cannot exploit the full
ranging accuracy that can be achieved by 5G signals. Other
periodic RSs are not necessarily always-on and the cognitive
receiver should be able to exploit them to be able to achieve
the available ranging accuracy. In this paper, with a focus on
exploiting navigation observables using the RSs in the entire
5G bandwidth, the 5G NR signal is modeled as an unknown
periodic signal in the presence of interference and noise. If an
RS is being periodically transmitted, it will be detected by the
receiver, estimated, and used to derive navigation observables.
The estimated RS will involve an estimation of always-on signals
such as the SSs and any other active reference signal that is being
periodically transmitted. It will be shown experimentally in
section V that the exploited bandwidth by the proposed cognitive
method is larger than that of the method which only relies on
always-on signals. The received baseband signal model can be
expressed as

r[n] =

N∑
i=1

(αici[τn − tsi [n]] exp (jθi[τn])

+di[τn − tsi [n]] exp (jθi[τn])) + w[n], (1)

where r[n] is the received signal at the nth time instant; αi is the
complex channel gain between the UE and the ith gNB; τn is the
sample time expressed in the receiver time; N is the number of
gNBs; ci[n] is the periodic RS with a period of L samples; tsi [n]
is the code-delay corresponding to the UE and the ith gNB at
the nth time instant; θi[τn] = 2πfDi

[n]Tsn is the carrier phase
in radians, where fDi

[n] is the Doppler frequency at the nth
time instant and Ts is the sampling time; di[τn] represents the

samples of some data transmitted from the ith gNB; and w[n] is
a zero-mean independent and identically distributed noise with
E{w[m]w∗[n]} = σ2

wδ[m− n], where δ[n] is the the Kronecker
delta function, andX∗ denotes the complex conjugate of random
variable X .

According to (1), the channel between the ith gNB and the
UE is considered to have a single tap with the complex channel
gain αi. The desired RS from the ith gNB is defined as

si[n] � αici[τn − tsi [n]] exp (jθi[τn]) , (2)

and the equivalent noise is

weqi
[n] = di[τn − tsi [n]] exp (jθi[τn]) + w[n]. (3)

Hence, the signal model can be rewritten as

r[n] =

N∑
i=1

(
si[n] + weqi

[n]
)
. (4)

It should be noted that due to the periodicity of the RS, assuming
a constant Doppler in the processing time, i.e., fDi

[n] = fDi
,

the desired RS has the following property

si[n+mL] = s[n] exp (jωimL) 0 ≤ n ≤ L− 1, (5)

where ωi = 2πfDi
Ts is the normalized Doppler, and −π ≤

ωi ≤ π. The acquisition stage will estimate si[n] and the estima-
tion of si[n] will be used at the receiver to obtain the navigation
observables.
Definition: The coherent processing interval (CPI) is defined

as the time interval during which the Doppler, delay, and channel
gains are considered to be constant.

One can form a vector of L observation samples correspond-
ing to the kth period of the signal as

yk � [r[(k − 1)L+ 1], r[(k − 1)L+ 2], . . . , r[kL]]T. (6)

Considering a CPI of length K × L samples, the observation
vector is constructed as y = [yT

1 ,y
T
2 , . . . ,y

T
K ]T. Therefore,

y =

N∑
i=1

Hisi +weqi
, (7)

where si = [si[1], si[2], . . . , si[L]]
T, weqi

is the equivalent
noise vector corresponding to the ith source, and the KL× L
Doppler matrix corresponding to the ith source is defined as

Hi � [IL, exp (jωiL) IL, . . . , exp (jωi(K − 1)L) IL]
T, (8)

where IL is an L× L identity matrix.

IV. CON RECEIVER STRUCTURE

This section presents the structure of the proposed receiver.
The proposed receiver consists of two main stages: (i) acqui-
sition and (ii) tracking. Each of these stages are discussed in
details next.

A. Acquisition

In this paper, the acquisition stage is modeled as a sequential
matched subspace detection problem. The acquisition stage
comprises estimating the number of gNBs, an initial estimate
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of normalized Doppler, and the RSs, i.e., N , ωi, and si, respec-
tively. At each step of the acquisition, a test is performed to detect
the most powerful gNB when the subspace of the previously
detected gNBs are nulled. In the following subsection, matched
subspace detection is overviewed and the hypothesis test for
detection of multiple gNBs is formulated.
1) Matched Subspace Detector: As it was mentioned previ-

ously, in the first step of the proposed sequential algorithm, the
presence of a single gNB is tested and if the null hypothesis is
accepted, then N̂ ≡ 0, which means that no gNB is detected to
be present in the environment under the test. If the test rejects
the null hypothesis, the algorithm verifies the presence of at
least one source and performs the test to detect the presence of
other gNBs in the presence of the previously detected gNBs.
The unknown Doppler and the RS of each gNBs are estimated
at each step.

In general, if the null hypothesis at the ith level of the sequen-
tial algorithm is accepted, the algorithm is terminated and the
estimated number of gNBs will be N̂ = i− 1.

In order to test the presence of si, at the ith stage of the
acquisition algorithm, the observation vector can be written as

y = Hisi +Bi−1θi−1 +weqi
, (9)

Bi−1� [H1,H2, . . . ,Hi−1], θi−1� [sT1 , s
T
2 , . . . , s

T
i−1]

T. (10)

The following binary hypothesis test is used to detect the ith
gNB: {Hi

0 : y = Bi−1θi−1 +weqi

Hi
1 : y = Hisi +Bi−1θi−1 +weqi

.
(11)

For a given set of Doppler frequencies,Wi = {ω1, ω2, . . . , ωi},
the GLR at the ith stage is derived as (see Appendix A)

Li(y|Wi) =
yHPSi

y

yHP⊥Bi−1P
⊥
Si
P⊥Bi−1y

, (12)

where yH is the Hermitian transpose of y, PX �
X(XHX)−1XH, denotes the projection matrix to the column
space of X, and

P⊥X � I−X
(
XHX

)−1
XH, (13)

denotes the projection matrix onto the space orthogonal to the
column space of X, and Si = P⊥Bi−1Hi. Intuitively, in (12) the
subspace of previously detected gNBs, i.e., Bi−1, is nulled to
detect the ith gNB.
Remark 1 (Vector space interpretation of (12)): If the subspace

spanned by the columns of Si = P⊥Bi−1Hi, is viewed as the
ith gNB’s signal subspace, and the orthogonal subspace as the
noise subspace, then the likelihood (12) can be interpreted as
an estimated signal to noise ratio (SNR). The reader is referred
to [35] for further interpretations of matched subspace detectors.
Remark 2: At the ith stage of the proposed sequential algo-

rithm, the GLR requires an estimate of the setWi. The sequential
nature of the algorithm enables a single variable estimation of
the Doppler frequency at each step. For instance, at the first
step of the algorithm, a single dimensional search is required to
obtain the maximum likelihood (ML) estimate of ω1, denoted
by ω̂1. In the second stage of the algorithm, ω̂1 is used to

construct the projection matrix to null the subspace of the first
gNB. Consequently, at the ith step of the algorithm, invoking
the previously estimated Dopplers, a single dimensional search
is required to estimateωi, and construct the estimated projection
matrix and the estimated Doppler matrix for the corresponding
stage, denoted by P̂Si

and Ĥi, respectively.
The following lemma simplifies the likelihood function (12).
Lemma 1: In the likelihood function (12), the following

equality holds

HH
i P
⊥
Bi−1Hi = λiI, (14)

where the scalar λi is the Schur complement of block Ci−1, i.e.,
the upper (i− 1)× (i− 1) block of the matrix Ci,* where

Ci =

⎡
⎢⎢⎢⎣
c11 c12 . . . c1i
c21 c22 . . . c2i
...

. . . . . .
...

ci1 ci2 . . . cii

⎤
⎥⎥⎥⎦ , (15)

and cij �
∑K−1

k=0 exp(j(ωj − ωi)Lk).
Proof: See Appendix B.
According to Lemma 1, the likelihood (12) at the ith stage

can be simplified as

Li(y) =
‖λ̂−1i ĤH

i P̂
⊥
Bi−1y‖2

‖P̂⊥Bi−1y‖2 − ‖λ̂−1i ĤH
i P̂
⊥
B̂i−1

y‖2
Hi

1

≷
Hi

0

ηi. (16)

where ηi is a predetermined threshold at the ith stage. The ML
estimate of ω̂i, is obtained by maximizing the likelihood function
underHi

1 which yields

ω̂i = argmax
ωi

‖HH
i P
⊥
Bi−1y‖2, (17)

and is used to construct P̂Bi−1 , Ĥi, and λ̂i.
For a known ωi, the least squares (LS) estimate of the ith

source, i.e., si, is given by

ŝi =
1

λi
HH

i P
⊥
Bi−1y, (18)

It should be noted that the estimated RS, i.e., ŝi, contains the
effect of the channel between the gNB and the UE. Small values
of |αi| degrades the estimation quality of the desired RS and,
consequently, affects the acquisition and tracking performance.
It should also be pointed out that 1

λi
HH

i P
⊥
Bi−1y = si +wacqi

,
where wacqi

= 1
λi
HH

i P
⊥
Bi−1weqi

. In other words, for a known
Doppler frequency, the LS estimator of the ith source is an
unbiased estimator, i.e., E{ŝi} = si. However, since the true
Doppler is not known to the CON receiver, the ML estimate of
the Doppler is used to compute the LS estimate of the ith RS
instead. Moreover, it can be shown that

1

λ̂i

ĤH
i P̂Bi−1Hi = βacqi

I, (19)

*Consider p× p matrix A, p× 1 vectors b and c and scalar d. For the matrix[
A b
cT d

]
, the Schur complement of block A is defined as d− cTA−1b.
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Fig. 1. Simulation results demonstrating Theorem 1. (a) A surface plot of
Pfa for varying values of K and ω̂1L− ω̂2L. (b) A heat map of Pfa along
with the CFAR convergence boundaries in dashed white lines, as determined by
Theorem 1.

where βacqi
is some complex scalar. As such, the LS estimate

of the RS using the ML estimate of the Doppler becomes

ŝi =
1

λ̂i

ĤH
i P̂
⊥
Bi−1y = βacqi

si + ŵacqi
, (20)

where ŵacqi
� 1

λ̂i
ĤH

i P̂
⊥
Bi−1weqi

. Furthermore, the asymptoti-
cally efficient property of the ML estimator results in |βacqi

| →
1 as K →∞ [52].
2) Asymptotic CFARProperty: The Doppler estimation error

affects the probability of detection and the probability of false
alarm. For known subspaces and the corresponding projection
matrices, using Theorem 7.1 in [53], one can show that the
probability of false alarm for the ith stage of the likelihood in
(12) asymptotically tends to

Pfai = exp (−Lηi)
L−1∑
n=0

(Lηi)
n

n!
, (21)

for a large number of observation samples. In other words, the
detector is not a function of unknown parameters for known
Doppler frequencies, which means that it ensures CFAR prop-
erty. Next, the effect of Doppler estimation error on the proba-
bility of false alarm is assessed. The following theorem gives a
sufficient condition to ensure the CFAR property for a scenario
with two gNBs for a large enough CPI.
Theorem 1: Consider two gNBs with Doppler frequencies ω1

and ω2 and corresponding estimates ω̂1 and ω̂2, respectively.
Define the Doppler estimation error of ω1 as Δω1 � ω1 − ω̂1.
As K →∞, sufficient conditions for the matched subspace
detector in (12) to be a CFAR detector in the second stage are
(i) |Δω1L| 
 1

K and (ii) |ω̂2L− ω̂1L| > 1
K .

Proof: See Appendix C.
Numerical simulations were conducted in order to visualize

the results of Theorem 1. To this end, 5G-like signals were
simulated for two different sources at: (i) ω1L = 0 and (ii)
ω2L = 0.2. Then, the CPI length was varied from K = 5 to
K = 30 and (ω̂1L− ω̂2L) was varied from −0.5 to 0.5. For
each (K, ω̂1L− ω̂2L) pair, 105 realizations of the noise weqi

were used to numerically calculate Pfa. The detection threshold
was selected such that Pfa = 0.001 in the absence of the second
source. The results are shown in Fig. 1 indicating that Pfa for

Algorithm 1: Sequential Matched Subspace Detector.
Input: y, Pfa

Output: N̂ , ω̂i, and ŝi for i = 1, . . . , N̂
1: Initialization: i = 1, P⊥B0

= I
2: Calculate Li(y) according to (16) and the threshold

using (21).
3: if Li(y) < ηi then
4: N̂ = i− 1.
5: Break
6: end if
7: Estimate ωi according to (17), and construct Ĥi,

P̂⊥Bi−1 , and λ̂i

8: ŝi =
1
λ̂i
ĤH

i P̂
⊥
Bi−1y

9: i← i+ 1, update P̂⊥Bi−1 using ω̂i, and go to step 2.

|ω̂iL− ω̂jL| > 1
K is almost constant at 0.001, and approaches

1 otherwise, which demonstrates Theorem 1.
It should be pointed out that in the experiments, (21) is

used to select the threshold for a given probability of false
alarm. According to Theorem 7.1 in [53], (21) holds for a large
number of observation samples and for known subspaces. Due
to the asymptotic efficiency property of the ML estimator, it is
assumed that the subpsapce estimation error tends to zero for
a large number of observation samples. In the experiments, the
number of samples in a CPI is selected to be large and (21)
holds asymptotically. The acquisition algorithm is summarized
in Algorithm 1.

B. Tracking

After obtaining coarse estimates of the Doppler frequencies
and estimates of the RSs in the acquisition step, the receiver
refines and maintains these estimates. Specifically, phase-locked
loops (PLLs) are employed to track the carrier phases of the
detected RSs and carrier-aided delay-locked loops (DLLs) are
used to track the RSs’ code phases. Each detected source has
its own dedicated tracking loop. Therefore, for compactness of
notation, the source index i is dropped in the subsequent analysis.
The tracking loops are discussed next.
1) RS Estimate Update: The acquisition step provides a

coarse initial estimate of the RS, denoted by ŝacq[n]. From
(20), the nth symbol of the estimated RS can be expressed as
ŝacq[n] = βacqs[n] + ŵacq[n],whereβacq is obtained according
to (19) and x[n] is the nth element of vector x. Recall that βacq

depends on the Doppler estimation error in the acquisition stage.
Let t̂sk and f̂Dk

be the code phase and the Doppler estimates
at time-step k in the tracking loop, respectively. In this step of
the tracking loop, the RS estimate is updated by coherently inte-
grating the observations after delay compensation and Doppler
wipe-off. As such, the RS estimate at the kth iteration of the
tracking loops is given by

ŝk[n] =
k

k + 1
ŝk−1[n] +

1

k + 1
yk[n+ n̂dk

] exp
(
−j2πf̂Dk

n
)
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=
1

k + 1

[
ŝacq[n] +

k∑
m=1

ym[n+ n̂dm
]

× exp
(
−j2πf̂Dm

n
)]

, (22)

where n̂dm
� � t̂smTs

 and �· denotes rounding to the closest
integer.
2) PLL: The PLL consists of a phase discriminator, a loop

filter, and a numerically-controlled oscillator (NCO). It was
found that the receiver could easily track the carrier phase with
a second-order PLL with a loop filter transfer function

FPLL(s) =
2κωns+ ω2

n

s
, (23)

whereκ ≡ 1√
2

is the damping ratio andωn is the undamped natu-
ral frequency, which can be related to the PLL noise-equivalent
bandwidth Bn,PLL by Bn,PLL = ωn

8ζ (4ζ
2 + 1) [54]. The loop

filter transfer function in (23) is discretized at a sampling period
Tsub � LTs, which is the time interval at which the loop filters
are updated and is typically known as the subaccumulation inter-
val. The discretized transfer function is realized in state-space.
The output of the loop filter at time-step k, denoted by vPLL,k, is
the rate of change of the carrier phase error, expressed in rad/s.
The Doppler frequency estimate at time-step k is deduced by
dividing vPLL,k by 2π. The loop filter transfer function in (23)
is discretized and realized in state-space. The noise-equivalent
bandwidth is chosen to range between 4 and 8 Hz. The carrier
phase estimate at time-step k is updated according to

θ̂k = θ̂k−1 + vPLL · Tsub, (24)

where θ̂0 ≡ 0. A measure of the change in distance between the
transmitter and receiver can be formed from the carrier phase
as z(k) = − c

2πfc
θ̂k, where c is the speed-of-light and fc is the

carrier frequency. The term z is typically referred to as the carrier
phase expressed in meters. The model relating z to the receiver’s
position is discussed in Subsection V-B.
3) DLL: The carrier-aided DLL employs an early-minus-late

discriminator. The early and late correlations at time-step k used
in the discriminator are denoted by Zek and Zlk , respectively,
which are calculated by correlating the received signal with an
early and a delayed version of the estimated RS, respectively.
The time shift betweenZek andZlk is defined as the early-minus-
late time, denoted by ξ. The DLL loop filter is a simple gain
KDLL, with a noise-equivalent bandwidth Bn,DLL = KDLL

4 ≡
0.5 Hz. The output of the DLL loop filter vDLL is the rate of
change of the code phase, expressed in s/s. Assuming low-side
mixing at the radio frequency front-end, the code phase estimate
is updated according to

t̂sk+1
= t̂sk −

(
vDLL,k +

vPLL,k

2πfc

)
· Tsub. (25)

The code phase estimate can be used to readily deduce the
pseudorange observables.

V. EXPERIMENTAL RESULTS

This section validates the proposed CON receiver experi-
mentally. To this end, three experiments are conducted: (i) an
experiment on a ground vehicle with real 5G NR signals, (ii)
an experiment on UAV with real 5G NR signals, and (iii) an
experiment on UAV with real 4G LTE signals. The objective
of these experiments are to: (i) validate the signal model, (ii)
evaluate the acquisition and tracking performance of the CON
receiver, (iii) demonstrate the capability of detecting multiple
sources, i.e., gNBs in 5G and eNodeBs in LTE, transmitting on
the same carrier frequency, (iv) showcase the navigation solution
obtained via the CON receiver, (iv) and evaluate the navigation
performance of the CON receiver in a scenario where the RSs
are always-on and compare it to the navigation solution obtained
with a conventional opportunistic navigation receiver which has
complete knowledge of the RSs. The parameters considered in
the experiments are listed in Table I.

A. CON With Real 5G Signals: Comparison With a
Conventional 5G Receiver on a Ground Vehicle

The first experiment aims to compare the acquisition and
tracking performance of the CON receiver with the conventional
5G receiver [14] which only relies on the always-on RSs. The
experimental setup and results for the experiment with real 5G
NR signals are discussed next.
1) Experimental Setup and Environmental Layout: In this

experiment, a ground vehicle was equipped with a quad-channel
National Instrument (NI) universal software radio peripheral
(USRP)-2955 and four consumer grade 800/1900 MHz cellular
antennas to sample 5G signals near Fairview Road in Costa
Mesa, California, USA. Only one channel from the USRP was
used and was tuned to a 872 MHz carrier frequency, which is a
5G NR frequency allocated to the U.S. cellular provider AT&T.
The sampling rate was set to 10 Mega-samples per second
(MSps) and the sampled 5G signals were stored on a laptop for
post-processing. In order to obtain ground-truth, the vehicle was
equipped with a Septentrio AsteRx-i V GNSS-aided inertial nav-
igation system (INS), which is a dual antenna, multi-frequency
GNSS receiver with real-time kinematics (RTK) capabilities.
The GNSS receiver is coupled with a Vectornav VN-100 micro
electromechanical systems (MEMS) inertial measurement unit
(IMU) to estimate the position and orientation of the ground
vehicle at a rated horizontal accuracy of 0.6 cm in clear sky con-
ditions (RTK performance). The vehicle traversed a trajectory
of 4.1 km in 315 seconds. Fig. 2 shows the environment layout
and the vehicle trajectory. The acquisition results are presented
next.
2) Signal Model Validation: The signal model (1) considers

a channel with a single tap, which corresponds to the LOS path
with an arbitrary complex channel gain αi. In other words, the
channel is modeled ashi[n] = αiδ[n− �tsi [n]], whereαi is the
complex channel gain between the ith gNB and the UE, tsi [n]
is the code-delay corresponding to the UE and the ith gNB, and
�· is the rounding operation to the closest integer. Note that
this channel models flat fading, where multiple received “close”
signal paths are combined into a single αi. To justify the signal
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TABLE I
RECEIVER PARAMETERS

Fig. 2. Experimental setup and vehicle trajectory for the 5G NR experiment
with ground vehicle.

Fig. 3. (a) Receiver locations for two cases: with and without clear LOS.
(b) Channel impulse response at the two receiver locations.

model in the tested scenario, two test points are considered for
the ground vehicle (see Fig. 3(a)). In this figure, the term clear
LOS refers to a scenario where the signal is not blocked by an ob-
stacle, e.g., a building. The two test points, i.e., receiver location

Fig. 4. The likelihood (12) calculated at receiver location 1 and 2 for i = 1
demonstrates that no clear line of sight dramatically degrades the likelihood
function.

1 and receiver location 2, are considered based on the existence
of the clear LOS with respect to the 5G gNB. Receiver location 1
has a clear LOS and is also closer to the gNB. On the other hand,
receiver location 2 is blocked by a building and does not have
a clear LOS. The magnitude of the channel impulse response
for both locations are plotted in Fig. 3(b). The magnitudes of
the channel impulse responses are estimated by reconstructing
the frame as described in [13]. As it can be seen in this figure,
the channel impulse response for receiver location 2 is weaker
than that of receiver location 1 which is due to blockage of the
signal by an obstacle. The complex channel gain in (1) captures
this effect by attenuating the LOS signal. If the acquisition of
a gNB is performed when the receiver does not have a clear
LOS, e.g., receiver location 2, the detection performance will be
degraded, which in turn affects the tracking performance. Fig. 4
demonstrates the likelihood at the first stage of acquisition for
receiver location 1 and 2. As can be seen in Fig. 4, the likelihood
is degraded at receiver location 2 due to signal blockage. Note
that in both receiver locations, |h(τ)| does not exhibit multiple
taps (i.e., hi[n] =

∑M
j=1 αi,jδ[n− �tsi,j [n]], where M is the

number of paths), which corresponds to the impulse response
of a frequency selective channel. While the considered signal
model is simple, yet valid for the conducted experiments, more
sophisticated channel models, e.g., frequency selective channels,
can be considered in future work [55].
3) Acquisition Results: The recorded 5G signals were pro-

cessed in two ways for comparison: (i) using the proposed CON
receiver and (ii) using the conventional 5G receiver proposed
in [14]. The conventional 5G receiver detected 1 gNB with
an initial Doppler frequency of −7.2 Hz. Note that the limited
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Fig. 5. Acquisition stages in the CON receiver for 5G NR signals on a ground
vehicle showing the likelihood function at each stage and the detected and nulled
sources. The DC component, i.e., at zero Doppler frequency, was nulled as it
was saturating the detector.

Fig. 6. (a) Doppler tracking and (b) delay tracking results for the 5G NR
ground vehicle experiment. The ground-truth is calculated according to the true
position of the vehicle and the gNBs.

number of gNBs was expected as 5G gNBs are sparsely deployed
at the present time. The location of the gNB was mapped prior
to the experiment. Next, the signal acquisition stage was applied
to detect the ambient 5G gNB. The detection threshold was set
such thatPfa = 10−4, which yielded η = 1.008,K was set to 40,
andTsub was set to 20 ms. Doppler estimation was performed by
searching for the maximizer of the likelihood function according
to (17) with a step size of 1 Hz. The acquisition stages in the CON
receiver is shown in Fig. 5. As it can be seen in this figure, in the
first stage of the acquisition, one gNB is detected at frequency
−7 Hz. In the second stage, the Doppler subspace of this gNB
is nulled and the resulting likelihood is less than the threshold
for all Doppler frequencies. This implies that, no other gNBs are
detected in the second stage of the acquisition or equivalently
N̂ = 1.
4) Tracking Results: After acquiring the Doppler and RSs,

the tracking loops are initialized and the signal is tracked. Fig. 6
show the resulting Doppler frequency and delay, expressed in
meters, obtained using the CON and conventional receivers. As
it can be seen in Fig. 6(b) the estimated delays for the CON
and the conventional receivers are slightly drifting away from
the ground-truth which is due to the clock drifts. The effect of
clock drift is considered in the carrier phase model (see equation
(26)). Note that the initial value of the delays were subtracted out

TABLE II
DELAY AND DOPPLER RMSE FOR THE CON AND CONVENTIONAL RECEIVERS

Fig. 7. Normalized autocorrelation function of the RS estimated with the CON
receiver compared to that of a 5G PSS.

to facilitate comparison. The Doppler and delay RMSE values
were calculated from ground-truth for both receivers and are
summarized in Table II, which shows that the CON receiver
outperforms the conventional one.

A main reason behind the CON receiver performing better
than a conventional 5G receiver is that the former exploits the
RSs in the entire bandwidth, making the bandwidth of estimated
RS higher than the RSs used in the conventional receiver (mainly,
PSS and SSS). Fig. 7 shows this: the normalized autocorrelation
function of the RS estimated with the CON receiver is narrower
than that of a 5G PSS.
Remark 3:The conventional and the proposed cognitive meth-

ods use tracking loops which involve the same computational
complexity. The main difference between the computational
complexity of the proposed cognitive receiver and a conven-
tional receiver stems from the acquisition stage. The number of
complex operations is considered as a metric for computational
complexity. In the likelihood function (12), the size of the
projection matrices increases with the detection stage, i.e., i.
However, in [56] (Appendix 8B), a recursive formula is provided
to calculate the projection matrix at the ith stage based on the
already calculated projection matrix at (i− 1)th stage. Using the
recursive formula presented in this appendix, the complexity of
the projection matrix is O(K2) where O(·) denotes the rate of
growth of a function, i.e., its order. Consequently, the number of
complex operations to calculate the matched subspace detector
is O((5(KL)2 +KL)N).

B. CON With Real 5G Signals: The First Navigation Results
on a UAV

The second experiment aims to find a navigation solution on a
UAV using the CON receiver. To the best of author’s knowledge
this is the first navigation results with real 5G signals on a UAV.
1) Experimental Setup and Environment Layout: In this ex-

periment, the navigator was an Autel Robotics X-Star Premium
UAV equipped with a single-channel Ettus 312 USRP connected
to a consumer-grade 800/1900 MHz cellular antenna and a
small consumer-grade GPS antenna to discipline the on-board
oscillator. The cellular receivers were tuned to the cellular
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Fig. 8. Environment layout and UAV trajectory for the 5G NR UAV experi-
ment.

Fig. 9. Acquisition stages in the CON receiver for 5G NR signals on a UAV
showing the likelihood function at each stage and the detected and nulled
sources. The DC component, i.e., at zero Doppler frequency, was nulled as
it was saturating the detector.

carrier frequency 632.55 MHz, which is a 5G NR frequency
allocated to the U.S. cellular provider T-Mobile. Samples of the
received signals were stored for off-line post-processing. The
ground-truth reference trajectory was taken from the on-board
Ettus 312 USRP GPS solution. The UAV traversed a trajectory
of 416 m. Fig. 8 shows the environment layout and the vehicle
trajectory. The acquisition results are presented next.
2) AcquisitionResults: Next, the signal acquisition stage was

applied to detect the ambient 5G gNBs. The CON 5G receiver
detected 2 gNBs with initial Doppler frequencies of 3.5 Hz and
11.5 Hz. The location of the gNBs was mapped prior to the
experiment.

The acquisition stages in the CON receiver are shown in Fig. 9.
3) Tracking Results: After acquiring the Doppler and the

RSs, the tracking loops are initialized and the signal is tracked.
Fig. 10 shows the resulting Doppler frequencies and delays,
expressed in meters, obtained using the CON receiver.
4) Navigation Solution: In the following, it is assumed that

(i) the UAV’s altitude is known at all time and (ii) the UAV has an
estimate of its position at time-step k0, prior to navigating with
5G signals. The carrier phase to the i-th gNB zi(k) at time-step

Fig. 10. (a) Doppler tracking and (b) delay tracking results for the UAV 5G
experiment. The ground-truth is calculated according to the true position of the
vehicle and the gNBs.

k expressed in meters can be modeled as

zi(k) = ‖rr(k)− rsi‖2 + cδtr(k)− cδtsi + vi(k), (26)

where rr and rsi are the three-dimensional (3–D) position
vectors of the UAV-mounted receiver and the i-th gNB, respec-
tively; c is the speed of light; δtr is the UAV-mounted receiver’s
clock bias; δtsi models the i-th gNB’s clock bias and carrier
phase ambiguity; and vi(k) is the measurement noise, which is
modeled as a zero-mean Gaussian random variable with variance
σ2
i [57]. Note that since the UAV’s altitude is known, e.g.,

using an altimeter, only its two-dimensional (2–D) position is
estimated. The time reference for the transmitter and receiver
clocks is chosen such that δtr(k0) = 0.

Using the position estimate at k0 and the fact that δtr(k0) = 0,
the gNBs clock biases can be estimated from zi(k0) resulting
in the estimate δ̂tsi . Next, define the corrected carrier phase
measurement z̄i(k) � zi(k) + δ̂tsi which can be approximated
as

z̄i(k) ≈ ‖rr(k)− rsi‖2 + cδtr(k) + vi(k), ∀k > k0. (27)

Subsequently, the corrected carrier phase measurements were
fed to an extended Kalman filter (EKF) to solve the state vector
x(k) � [rr(k), ṙr(k), cδtr(k), cδ̇tr(k)]

T, where ṙr(k) is the
UAV’s 2–D velocity vector and δ̇tr(k) is the receiver’s clock
drift. A nearly constant velocity model was used for the UAV’s
position and velocity dynamics, and a standard double integrator
driven by process noise was used to model the clock bias and
drift dynamics [58]. As such, the discrete-time dynamics model
of x are given by

x(k + 1) = Fx(k) +w(k), (28)

where F is the state transition matrix obtained according to [58]
and w(k) is the process noise vector, which is modeled as a
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Fig. 11. Ground-truth and estimated trajectories using CON receiver for 5G
NR signals on a UAV. The CON receiver yielded a UAV position RMSE of
4.35m. Map data: Google Earth.

Fig. 12. Likelihood function for the UAV 5G experiment: In stage 1, a non-
existent source at a corresponding Doppler of −10 Hz was fictitiously induced
to pass the threshold (i.e., forced false alarm). In stage 2, this fictitious source
is nulled and a valid source of 0 Hz is detected.

zero-mean Gaussian random vector with covariance matrix Q
obtained according to [58]. The UAV’s x, y acceleration process
noise spectra in the nearly constant velocity model were set to
q̃x = q̃y = 10 m2/s3, and the receiver’s clock process noise was
chosen to be that of a typical temperature-compensated crystal
oscillator (TCXO) [58]. Note that rr(k) is expressed in an
East-North-Up (ENU) frame centered at the UAV’s true initial
position. The EKF state estimate was initialized at x̂ = 06×1
with an initial covariance of Σ = 4 · I6×6. The measurement
noise covariance was set to R = 2 · I2×2.

The position RMSE of the UAV was calculated to be 4.35
m with the aforementioned parameters. The true and estimated
UAV trajectories are shown in Fig. 11.
5) Effect of False Alarm: The effect of a false alarm on the

performance of the tracking loops is assessed next. It will be
demonstrated that if at the acquisition stage a false alarm happens
and a gNB is mistakenly detected, the carrier phase error will
not converge in the tracking loops. In this case, the proposed
method should neglect the detected source. To demonstrate this
experimentally, Fig. 12 plots the likelihood function. In this
experiment, the acquisition stage is forced to detect a false alarm,

Fig. 13. Carrier phase error for a valid gNB (at 0 Hz) and a forced false alarm
gNB (at −10 Hz) shown in Fig 12.

i.e., the acquisition stage is confirming the existence of a source
which does not exist. Fig. 13 demonstrates the carrier phase error
for the valid gNB and the false alarm gNB. As it can be seen
in Fig. 13, the carrier phase error for the valid gNB converges
whereas the carrier phase error for the false alarm is not. It should
also be noted that Pfa can be selected based on the operating
environments.

C. CON With LTE Signals: Comparing With a Conventional
Receiver When the RSs are Always-On

This experiment was conducted with real LTE signals on a
UAV to (i) compare the navigation performance with a receiver
which exploits all the available RSs in a scenario where the
RSs are always-on, and (ii) to evaluate the performance of the
CON receiver in an environment with multiple LTE eNodeBs
operating in the same carrier frequency. The experimental setup
and results are discussed next.
1) Experimental Setup: In this experiment, a DJI Matrice

600 UAV was equipped with the NI USRP-2955 and four
consumer grade 800/1900 MHz cellular antennas to sample
LTE signals near Aliso Viejo, California, USA. The channels
of the USRP were tuned to 1955, 2145, 2125, and 739 MHz
carrier frequencies, respectively, which are 4G LTE frequencies
allocated to the U.S. cellular providers AT&T, T-Mobile, and
Verizon. The sampling rate for each channel was set to 10
MSps and the sampled LTE signals were stored on a laptop
for post-processing. The UAV was equipped with the same
Septentrio GNSS-aided INS described in Subsection V-A for
ground-truth.
2) Acquisition Results: The recorded LTE signals were pro-

cessed in two ways for comparison: (i) using the proposed CON
receiver and (ii) using the conventional LTE receiver developed
in [59]. The conventional LTE receiver detected 11 eNodeBs
over the 4 channels. The locations of the eNodeBs were mapped
prior to the experiment and are shown in Fig. 14. Next, the signal
acquisition stage was applied to detect the ambient LTE eN-
odeBs. The detection threshold was set such that Pfai = 10−4,
which yielded ηi = 1.012, K was set to 40, and Tsub was set
to 10 ms for all i. Doppler estimation was performed in a
similar as the previous experiment. The acquisition stages for the
1955 MHz carrier frequency are shown in Fig. 15. In particular,
Fig. 15 shows how the likelihood function changes as sources
are detected and nulled by the CON receiver. The conventional
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Fig. 14. Layout of eNodeBs and UAV trajectory for the 4G LTE experiment.

Fig. 15. Acquisition stages for the 1955 MHz carrier frequency showing the
likelihood function at each stage and the detected and nulled sources.

LTE receiver detected two eNodeBs at the 1955 MHz carrier
frequency, denoted by eNodeB 1 and eNodeB 2 in Fig. 14, with
eNodeB 1 having a Doppler frequency of−18.5Hz and eNodeB
2 having a Doppler frequency of −17.5 Hz. The CON receiver
detected 3 eNodeBs at the 1955 MHz carrier frequency with
Doppler frequencies −22 Hz, −18, and 18 Hz. The eNodeBs
detected by the CON receiver were manually associated with
the ones detected by the conventional receiver by matching
the Doppler and delay profiles. Sophisticated data association
techniques could be employed to perform this step; however, it
is out of the scope of the current paper. After performing data
association, it was found that only one of the Doppler frequencies
detected by the CON receiver pertains to the ones detected by
the conventional LTE receiver. Specifically, the CON receiver
detected eNodeB 1 at a −18 Hz Doppler frequency, which is
0.5 Hz off from the one estimated by the conventional receiver.
This error is due to the 1 Hz step size used in the Doppler search.
ForK = 40, the condition from Theorem 1 for the CON receiver
to be able to distinguish between eNodeB 1 and eNodeB 2 at
the specified Pfai = 10−4 is that the difference between their
Doppler frequencies must be greater than 1.25 Hz. However,
the Doppler frequency difference between eNodeB 1 and 2
measured by the conventional receiver is 1 Hz which violates the

Fig. 16. Tracking results showing the carrier phase, expressed in meters,
obtained from the CON and conventional receivers for the 1955 MHz carrier
frequency. Solid lines represent the carrier phases tracked by the conventional
receiver while the dashed lines represent the ones tracked by the CON receiver.

TABLE III
CARRIER PHASE RMSE BETWEEN THE CON AND CONVENTIONAL LTE

RECEIVERS AND GROUND-TRUTH

aforementioned condition. This direct consequence of Theorem
1 explains why the CON receiver could not detect eNodeB
2. Similar acquisition results are obtained with the remaining
carrier frequencies. A total of 11 eNodeBs were acquired by the
CON receiver. After manual data association, it is found that
only 6 of them pertain to the ones detected by the conventional
receiver (eNodeBs 1, 4, 5, 7, 8, and 10) and the rest pertain to
unknown eNodeBs that were not detected by the conventional
receiver.
3) Tracking Results: After acquiring the Doppler frequen-

cies and the RSs, the tracking loops are initialized and the signals
are tracked. Fig. 16 shows the resulting carrier phases, expressed
in meters, obtained using the CON and conventional receivers
for the eNodeBs acquired on the 1955 MHz carrier frequency.
The carrier phase expressed in meters is a smoother estimate
of the true range than the RS delays. The subsequent analyses
focus on carrier phase measurements since they will be used to
compute the navigation solution. The carrier phase RMSE values
are summarized in Table III. Note that eNodeBs 2, 3, 6, 9, and
11 are not included in Table III since they were not detected by
the CON receiver; however, as mentioned previously, the CON
receiver acquired and tracked 5 unknown eNodeBs that were
not detected by the conventional LTE receiver. One example
is shown in Fig. 16. For fair comparison, only the common
eNodeBs will be used to compute a navigation solution.
4) Navigation Solution: The navigation framework dis-

cussed in SubSection V-A is employed to compute the UAV’s
2–D position from the navigation observables produced by
the CON and conventional receivers. Two position estimates
were calculated using six carrier phase measurements from the
eNodeBs in Table III: (i) for the conventional receiver and (ii)
for the CON receiver. The position RMSE of the conventional
and CON receivers were both calculated to be 2.07 m. The true
and estimated UAV trajectories are shown in Fig. 17.
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Fig. 17. Ground-truth and estimated trajectories using CON and a conven-
tional LTE receivers. Both approaches yielded a UAV position RMSE of 2.07m.
Map data: Google Earth.

VI. CONCLUSION

A CON receiver architecture was proposed to extract naviga-
tion observables from 5G signals, without requiring knowledge
of the 5G RSs. To exploit the full ranging accuracy that can
be achieved with 5G signals, the proposed CON receiver was
designed to estimate the RSs from multiple 5G gNBs and exploit
them for navigation purposes. The acquisition stage of the CON
receiver was modeled as a sequential detection problem. The
GLR test was derived to sequentially estimate the number of
active gNBs, their RSs, and Doppler frequencies. Tracking loops
were also designed in order to refine and maintain the estimates
provided by the acquisition stage. Real 5G signals were used
to assess the capabilities of the proposed CON receiver. Ex-
tensive experimental results were presented demonstrating the
capabilities of the proposed CON receiver with real 5G and 4G
signals on ground and aerial platforms. On a ground vehicle, it
was demonstrated that the CON receiver yields a reduction of
10% and 37.7% in the estimated delay and Doppler RMSE, re-
spectively, over that achieved with a conventional opportunistic
navigation 5G receiver. On a UAV, it was demonstrated that the
CON receiver enables the UAV to navigate over 416 m trajectory
with 5G NR gNBs, achieving a position RMSE of 4.35 m.

APPENDIX A
DERIVATION OF LIKELIHOOD FUNCTION (12)

For a knownWi, the singular value decomposition (SVD) of
the matrix Bi−1 can be written as

Bi−1 = [Wi−1 Ui−1]
[
Σi−1 0
0 0

] [
W′H

i−1
U′

H

i−1

]
(29)

where Wi−1 and Ui−1 are KL× (i− 1)L and KL× (KL−
(i− 1)L) orthogonal matrices that span the column space of
Bi−1 and orthogonal column space of Bi−1, respectively. In
other words, UH

i−1Bi−1 = 0. Therefore,

UH
i−1y = UH

i−1Hisi +UH
i−1weqi

. (30)

As it was mentioned previously, the complex envelope of the
OFDM signals can be considered to be asymptotically white
and Gaussian [60]. Here, the GLR test is derived assuming that
weqi

∼ N (0, σ2
wI). It should be noted that since UH

i−1Ui−1 =

I, the statistical characteristics of noise is preserved, i.e.,
UH

i−1weqi
∼ N (0, σ2

wI). By multiplying the observation vector
by UH

i−1, (11) can be written as{Hi
0 : UH

i−1y = UH
i−1weqi

,

Hi
1 : UH

i−1y = UH
i−1Hisi +UH

i−1weqi
.

(31)

For the linear detection problem (31), the GLR can is derived
as [53, Section 9.4.3]

Li(y|Wi) =
yHPSi

y

yHP⊥Bi−1P
⊥
Si
P⊥Bi−1y

, (32)

where PSi
� P⊥Bi−1Hi and

P⊥Bi−1 � Ui−1UH
i−1 = I−Bi−1

(
BH

i−1Bi−1
)−1

BH
i−1. (33)

APPENDIX B
PROOF OF LEMMA 1

The matrices Hi and P⊥Bi−1 can be written as

Hi = hi ⊗ IL, P⊥Bi−1 = P̄⊥i−1 ⊗ IL, (34)

where,hi � [1, exp(jωiL), . . . , exp(jωi(K − 1)L)]T, P̄⊥i−1 �
(I− bi−1(bH

i−1bi−1)bH
i−1), bi−1 � [h1, . . . ,hi−1], and ⊗ de-

notes the Kronecker product. Hence, one can write

HH
i P
⊥
Bi−1Hi =

(
hH
i P̄
⊥
i−1hi

)⊗ IL. (35)

The scalar hH
i P̄
⊥
i−1hi can be written as

hH
i P̄
⊥
i−1hi = cii −

[
ci1, . . . , ci(i−1)

]

·

⎡
⎢⎢⎢⎣
c11 c12 . . . c1(i−1)
c21 c22 . . . c2i

...
. . . . . .

...
ci1 ci2 . . . c(i−1)(i−1)

⎤
⎥⎥⎥⎦
−1 ⎡
⎢⎢⎢⎣

c1i
c2i
...

c(i−1)i

⎤
⎥⎥⎥⎦ , (36)

which is the Schur complement of Ci−1 of matrix Ci in (15),
with cij �

∑K−1
k=0 exp(j(ωj − ωi)Lk).

APPENDIX C
PROOF OF THEOREM 1

Proof: To prove that the likelihood ensures the CFAR prop-
erty, the asymptotic distributions of the numerator and the de-
nominator of the likelihood in (12) are determined under the null
hypothesis. It is then shown that as K →∞, the asymptotic
distribution of the likelihood is not a function of unknown
parameters if the Doppler frequencies and their estimates satisfy
the conditions described in Theorem 1.

According to (9), under the null hypothesis of the second
stage, i.e., H2

0, the received signal vector can be written as
y = B1θ1 +weq2

, where in a scenario with two sources with
Doppler frequencies ω1 and ω2 one has B1 = H1 and θ1 = s1.
Hence, replacing y = B1θ1 +weq2

in the numerator of the
likelihood (12) results in

N(y) = sH1H
H
1 P̂S2

H1s1 +wH
eq2

P̂S2
weq2

+ 2�
{
sH1H

H
1 P̂S2

weq2

}
, (37)
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where P̂S2
� P̂⊥H1

Ĥ2(Ĥ
H
2 P̂
⊥
H1

Ĥ2)
−1ĤH

2 P̂
⊥
H1

, and �{·} de-
notes the real part. Since, for all values of i �= j,
one has HH

i Hi = KIL, and HH
i Hj = exp(j(ωj − ωi)(K −

1)L/2)
sin(

(ωj−ωi)KL

2 )

sin(
(ωj−ωi)L

2 )
IL, it can be shown that

sH1H
H
1 P̂S2

H1s1 =

∣∣∣∣S(ω1, ω̂2)− S(ω1, ω̂1)S(ω̂1, ω̂2)

K

∣∣∣∣
2

× K

K2 − |S(ω̂1, ω̂2)|2 s
H
1 s1, (38)

where S(ω1, ω2) � sin(
(ω1−ω2)KL

2 )

sin(
(ω1−ω2)L

2 )
. If the Doppler estimation

error of ω1, defined as Δω1 � ω1 − ω̂1, satisfies |Δω1L| 
 1
K ,

and the difference between the estimate of the Doppler frequen-
cies of the 2nd gNB and the 1st gNB satisfies |ω̂2L− ω̂1L| > 1

K ;
then, the following limit holds

lim
K→∞

∣∣∣∣S(ω1, ω̂2)− S(ω1, ω̂1)S(ω̂1, ω̂2)

K

∣∣∣∣
2

× K

K2 − |S(ω̂1, ω̂2)|2 s
H
1 s1 = 0. (39)

The last term on the right hand side of (37) is a ran-
dom variable with mean E{sH1HH

1 P̂S2
weq2

} = 0 and variance
σ2sH1H

H
1 P̂S2

H1s1, which according to (39), asymptotically
tends to zero as K →∞. Therefore,

lim
K→∞

N(y) = wH
eq2

P̂S2
weq2

, (40)

with probability one. Using similar steps for the denominator of
(12), denoted by D(y), it can be shown that

lim
K→∞

D(y) = wH
eq2

(
P̂⊥H1

− P̂S2

)
weq2

, (41)

with probability one. According to equation (2.29) in [53],
since P̂S2

and P̂H1
are idempotent matrices, N(y)

σ2
w
∼ χ2

2L, and
D(y)
σ2
w
∼ χ2

2(KL−L) as K →∞. Hence, the asymptotic distribu-
tion of the likelihood (12) is not a function of the noise variance
and the unknown Doppler frequencies which proves the CFAR
property.
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ABSTRACT

Machine learning (ML) frameworks are investigated for use in simultaneous tracking and navigation (STAN) with
low Earth orbit (LEO) satellites. STAN is a navigation paradigm that utilizes specialized LEO receivers to extract
navigation observables (e.g., pseudorange and Doppler) from LEO satellite signals. Two neural network architectures
are compared: Feed Forward Neural Network (FFNN) and Recurrent Neural Network (RNN). Additionally, two ML-
based orbit determination frameworks are compared: ephemeris propagation and residual error propagation. The
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objective of the comparison is to select an approach with the lowest open-loop propagation error as well as computa-
tional cost. Based on simulation results, a nonlinear autoregressive neural network with exogenous inputs (NARX)
embedded within the residual error modeling framework is selected as the best ML approach among the compared
candidates. Experimental results are presented demonstrating a ground vehicle navigating for a total of 258 seconds,
while receiving signals from two Orbcomm LEO satellites. Global navigation satellite system (GNSS) signals were
artificially cut off for the last 30 seconds, during which the vehicle traversed a trajectory of 871 m. Two navigation
frameworks are compared to estimate the vehicle’s trajectory: (i) LEO signal-aided inertial navigation system (INS)
STAN framework using Simplified General Perturbation (SGP4) as its propagator and (ii) the proposed LEO signal-
aided INS STAN framework using ML as its propagator. The STAN with SGP4 achieved a three-dimensional (3-D)
position root-mean squared error (RMSE) of 30 m. In contrast, the proposed STAN with SGP4+NARX framework
achieved a 3-D position RMSE of 3.6 m.

I. INTRODUCTION

Over the past decades, the ambitious and glorified image of an Earth connected through a web weaved from low earth
orbit (LEO) satellites had taken the world by storm, promising high-resolution images; remote sensing; space-based
optical mesh networks; global, high-availability, high-bandwidth, and low-latency internet [1–3]. Many companies
such as Globalstar, Iridium, ICO, and Teledesic made haste in securing their position in space as more constellations
and satellite systems were born [4]. This dream was short-lived; however, as these companies suffered financial
problems, and the reliability and viability of LEO constellations were scrutinized and suffered from skepticism. In
the past decade, with the ground-breaking recent developments in satellite technologies and launch reduction costs,
the world has set its sights on LEO satellites once again. The demand for LEO satellites has never been higher, as
LEO satellites have the potential to serve as the foundation for supporting new technologies and advancements in
satellite imaging, remote sensing, and revolutionizing communication technologies such as 5G which demands higher
data rates [5–7]. Furthermore, the commercialization of LEO mega-constellations, LEO satellites’ popularity has
soared, with major technology giants such as SpaceX, Amazon, and Boeing rushing to enter this field by launching
and scheduling the launch of tens of thousands of satellites for internet connectivity and communication purposes
[8, 9].

Signals transmitted by the tens of thousands of LEO satellites that are about to orbit the earth could be utilized as
signals of opportunity (SOPs) for navigation purposes. SOPs come in different forms and multiple sources ranging
from terrestrial signals such as digital television, cellular, and AM/FM to extraterrestrial signals such as signals
coming from LEO or Medium Earth Orbit (MEO) satellites [10]. When it comes to navigation, these SOPs are
a very attractive source in environments where global navigation satellite systems (GNSS) are unavailable (e.g.,
under interference or jamming attacks), unusable (e.g., indoors), too weak (e.g., deep urban canyons or under dense
canopy), or untrustworthy (e.g., under spoofing attacks). Utilizing different SOPs for navigation in GNSS-challenged
environments has been studied for: (i) terrestrial signals [11–19] and (ii) LEO signals [20–27]. As megaconstellations
of LEO satellites get launched, LEO satellites will provide virtually a blanket cover around the globe, bringing forth
abundant signals diverse in frequency (allowing for spoofing detection) and in direction (yielding a low geometric
dilution of precision). They will also provide significantly more powerful signals compared to GNSS satellites which
reside in MEO.

Since most LEO constellations are not intended for navigation purposes, three challenges must be tackled to exploit
their signals for navigation: (i) develop specialized receivers to extract navigation observables from their downlink
signals [28–33], (ii) compensate for lack of tight synchronization of satellites’ clocks [34, 35], and (iii) estimate the
satellites’ ephemerides [36, 37]. This paper focuses on the latter challenge.

Several orbital determination methods have been developed in the literature [38–41]. These methods differ in com-
plexity and accuracy. Numerous dynamics models which estimate the state of LEO satellites (position and velocity),
as well as these estimates’ uncertainty, have been developed over the years [42, 43]. The state of a satellite can
be parametrized by its Keplerian elements, also known as classical orbital elements (COE). These orbital elements,
along with some other information about a satellite’ states, can be found in two-line element sets (TLEs) which are
publicly published on a daily basis by the North American Aerospace Defense Command (NORAD) [44].

One way to mathematically propagate a satellite’s states given its position vector in an inertial reference frame is
to solve a second order differential equation relating the satellite’s position and acceleration. This is also known



as a Kepler orbit, which is an unperturbed orbit where for any values of the initial state vector, the Kepler orbit
corresponding to the solution can be found. However, utilizing these elements in determining an orbit through
unperturbed Keplerian orbital models numerically or analytically leads to highly inaccurate results as there are
several sources of perturbing forces that cannot be ignored, e.g., atmospheric drag, the Earth’s oblateness causing a
non-uniform gravitational field, solar radiation pressure, and other sources of gravitational forces (e.g., the Sun and
the Moon). Therefore, perturbed models (e.g., two-body J2 propagator which takes into consideration the previously
mentioned perturbations) are typically utilized, where an extra term is added as process noise in an attempt to
capture the overall perturbation in acceleration, including multiple sources of forces which could offset the satellite’s
ephemeris from following an unperturbed path.

Numerical methods, such as the two body, two body with J2 model, and the High-Precision Orbit Propagator (HPOP)
are capable of producing highly accurate orbits; however, they require heavy computational loads to forecast the
satellite orbit, rendering them unsuitable in real-time navigation systems. Meanwhile, their analytical counterparts,
such as the Simplified General Perturbation (SGP4) [45], are computationally more efficient, allowing for real-time
propagation at the cost of introducing larger satellite position errors. The currently available parameters from
NORAD, such as values from TLE files, do not provide enough data for achieving a desirable state accuracy, where
utilizing these elements for orbital determination with a standard SGP4 propagator could lead to errors in the order
of several kilometers, which accumulate and drift over time. These errors are in reality greater due to the fact that
the initial estimation of the satellite’s position purely from the TLE file parameters could be off by as much as
2.5 km [46, 47]. Recent studies had shown that more accurate results can be achieved in LEO-based navigation by
simultaneously tracking the satellite’s states in a navigation filter, or what is referred to as simultaneous tracking
and navigation (STAN) framework [21]. STAN simultaneously estimates the LEO satellites’ states together with
the navigator’s states. The SGP4 propagator would be a candidate model for usage within the STAN framework.
However, the SGP4 propagator not only inherits TLE errors, but it cannot be initialized using any a priori knowledge
of the position and velocity of the satellite– this means it depends exclusively on TLE files, which are periodically
updated every 24 hours.

In the past decade, there has been increased interest in utilizing the powerful capabilities of machine learning (ML) for
providing an orbital propagation solution. In [48] and [49], distribution regression was used for orbital determination
of objects in LEO and GEO space. Propagating LEO space debris orbits was studied through the use of support
vector machines (SVMs) [50, 51], and LEO satellite orbital states were modeled using artificial neural networks
(ANNs), SVMs, and gaussian processes (GPs).

A simulation study showed that ANNs possess high regression capabilities compared to SVMs and GPs [51, 52].
However, these results compared the performance of different ML methods against each other, not taking into
consideration the high accuracy of standard numerical and analytical propagators. Time delayed neural networks
(TDNNs) and long short-term memory (LSTM) neural networks have been studied in [53]. However, utilizing ML
in full orbital determination, allowing to completely replace standard propagators, is yet to be achieved.

A promising preliminary study was conducted in [37], in which a TDNN was trained using the data from two
Orbcomm LEO satellites, which broadcast their 3-D position, which are obtained from onboard GNSS receivers.
The TDNN’s output was used in the STAN framework.

This paper builds on the results of [37] and makes the following contributions:

• It conducts a comprehensive performance analysis between different ANN architectures for short and long-term
satellite orbit prediction, namely TDNNs and LSTMs.
• It studies the performance of the numerical and analytical propagators powered by a ML approach to account for
residual error correction.
• It assesses the validation and generalization of the proposed ML-based orbital propagator for different orbits.
• It demonstrates experimentally the performance of the proposed ML-based STAN framework in estimating a
ground vehicle’s position.

The remainder of the paper is organized as follows. Section II briefly explains ML-based orbital determination and
provides background on what has been achieved in literature. Section III describes the proposed architectures and
the improvements compared to previous approaches. Section IV presents a series of numerical experiments where
the ML models are investigated and discussed. Finally, concluding remarks are given in Section V.



II. OVERVIEW OF THE PROPOSED SYSTEM

This section presents a high-level block diagram of the proposed system. The proposed system builds on the tra-
ditional STAN framework introduced in [21]. The performance of the EKF-STAN framework has been previously
demonstrated in realistic simulation environments and experimentally on a ground vehicle and on an unmanned
aerial vehicle (UAV), showing the potential of achieving meter-level-accurate navigation [21, 37].

The EKF-STAN framework utilizes specialized LEO receivers to extract navigation observables, such as ephemeris
messages, if available; pseudorange; and Doppler measurements from the LEO satellite signals. Furthermore, a
model-based LEO propagator, such as SGP4, is employed in estimating the LEO satellite’s states (position and
velocity). The EKF-ML-STAN framework instead replaces the model-based propagator with a ML-based propagator
to achieve potentially more accurate propagated LEO states. The framework includes GNSS receivers, which produce
a navigation solution from GNSS signals, when such signals are available and useable. Finally, an IMU which reports
the vehicle’s specific force, angular rate, and orientation, is embedded within an INS. The INS provides the vehicle’s
position state, which along with the LEO signals, propagated LEO states, GNSS signals, and clock models which
compensate for timing bias and phase shifts, are fed into an Extended Kalman Filter (EKF). The employed EKF
then simultaneously estimates the vehicle’s states, tracks the LEO satellite’s states, and estimates timing biases as
well as the confidence of the estimated values. When GNSS signals are available, the framework uses these signals
for navigating the vehicle and tracking the LEO satellites. Once the GNSS signals cut off, the ML model propagates
the LEO satellite states within the STAN framework. Fig. 1 depicts the proposed EKF-ML-STAN framework.

Fig. 1. Proposed improvements on the STAN system.

The proposed ML propagator approach could take one of two forms. The first form replaces the LEO propagation
block with a specialized ML propagation block capable of directly estimating LEO satellite ephemeris. The second
form adds an error correction block to the STAN framework right after the LEO propagation block. The error
correction block learns the mapping between a standard propagator, such as SGP4, and a highly accurate propagator,
such as HPOP.

III. ML-BASED ORBITAL DETERMINATION

ML attempts to build a model based on training data, which is subsequently utilized in several applications, such
as making predictions or inferences, classifying data, or making decisions. ML has been utilized in solving highly
dynamic, nonlinear, and highly uncertain problems. ML can be categorized into: (i) supervised learning, where the
model is given both the input and expected output; (ii) unsupervised learning, where the model is only given the
inputs; (iii) reinforced learning, where the model is given rewards or penalties according to the decisions it makes.



For orbital determination, a ML model would be given the task of taking previous LEO satellite positions as inputs
and using this information to predict the satellite’s future ephemeris. A complex ML model would be capable
of embedding the highly dimensional dynamical orbital propagation models. The desired ML model should also
propagate any initial a priori knowledge of a satellite’s state. To this end, the model is expected to learn the
behavior of highly accurate propagators, which would otherwise not be usable in real-time applications, such as
HPOP. The model will serve as a substitute to highly accurate propagators with lower computational complexity,
as inference times are usually low. The SGP4 propagator will be treated as the baseline for comparison with the
proposed ML models. SGP4 is used to calculate orbital state vectors of satellites within an Earth-centered inertial
(ECI) coordinate system. It is an analytical orbital propagator that uses TLE files, produced by NORAD and the
National Aeronautics and Space Administration (NASA) daily. It is widely used in real-time orbital determination as
it takes into consideration the perturbations a multitude of external forces. In order to compare the performance of
the ML models with SGP4, a more accurate, yet computationally heavy propagator, HPOP, is considered as ground
truth [54].

ANNs are systems capable of approximating any continuous function and are therefore known as “Universal Ap-
proximators” [55]. Consider some input x ∈ X that is mapped to y ∈ Y by an unknown function f : X 7→ Y.
Given enough compact subsets of data points mapping the input space and output space {(x1, y1), . . . , (xn, yn)}, the
neural network (NN) forms probability-weighted associations, effectively approximating the function that maps the
two spaces. NNs are capable of achieving this by funneling the inputs through a multitude of “neuron” blocks, where
every neuron computes σ(x,w, b) = σ(w · x + b), where w is the weight associated with every input, b is the bias
associated with every input, and σ is the activation function of the neuron which could either be linear or could add
nonlinearity to the system.

Once the estimated output ŷ, is computed, the error between the observed output y and ŷ is calculated through a cost
function C(y, ŷ), which the NN aims to minimize. There is an abundance of cost functions used in ML, each allowing
for an intuitive understanding of the difference between the observed and estimated output. The mean-squared error
(MSE) will be used as a cost function to assess the performance in the proposed approach, which can be expressed
as

C(y, ŷ)MSE =
1

n

n
∑

i=1

(yi − ŷi)
2 (1)

where n is the number of data points, yi is the observed values, and ŷi is the estimated values. Once the cost function
is computed, each layer’s weights and biases are updated according to how much those weights and biases contributed
to the each layer’s error output.

To achieve a computationally feasible ML solution for orbital determination and propagation, this paper presents two
frameworks: (i) ephemeris prediction and (ii) error prediction. First, the ephemeris propagation framework presents
an architecture that is capable of propagating a satellite’s orbit from historical state data, where each state is given
by S = [r, ṙ]

⊺
, where r and ṙ are the LEO satellite’s 3-D position and velocity in the ECEF frame. There has been

previous work in training a TDNN to model a satellite’s path for a short time window (approximately 30 seconds)
in [37]. However, this model used the LEO satellite’s state which are transmitted by onboard GPS receiver and
transmitted in the downlink signal. While this approach produced promising results with Orbcomm LEO satellites,
this cannot be generalized to other LEO satellite constellations, since they do not necessarily transmit their states
openly. As such, a more realistic approach would be to train the NN to model a computationally heavy yet highly
accurate propagator, such as HPOP. This model would look at historical HPOP data during training, and then
take d previous consecutive states to output the next state: Ŝt = Λ(Ŝt−1, Ŝt−2, . . . , Ŝt−d), where Λ is the function
that maps previous states to the next state. A key constraint to the complexity of this model in allowing higher
dimensionality is the time needed for inference, as the model should stay within real-time timing constraints.

Second, the error propagation framework models the error between a fast and less accurate propagator, such as
SPG4, with a more accurate propagator, such as HPOP. This method is attractive since both propagators already
handle the computation of highly dynamic parameters, leaving the NN to simply “close the gap” between already
two close propagators. The model is trained to find the mapping from SPG4 propagated state vectors to HPOP
propagated state vectors ŜHPOP = Γ(SSGP4), where Γ is the mapping between the two states.



A. FRAMEWORK 1: Ephemeris Propagation

This section presents a ML model specialized for predicting LEO satellite orbits for short time windows.

A.1 TRAINING

The proposed ANN models are investigated to study their ability and accuracy in predicting a LEO satellite’s state
vector (3-D position and velocity). Ground truth data in the ECEF reference frame was acquired using the Analytical
Graphics Inc. System Tool Kit (AGI-STK) software, which is capable of generating highly accurate orbits through the
usage of the HPOP, a numerical propagator with high dimensionality and high fidelity [56]. The AGI-STK allows for
exporting such orbits for usage in a ML environment. The satellite chosen for the simulation study is the Orbcomm
F107 satellite (NORAD ID: 40087). AGI-STK provides its own database of satellite models, where this satellite’s
model parameters, such as its inertial mass distribution, are available. The toolkit provides a HPOP propagator
with updated force models from its database. The force models include gravitational effects of the sun, moon,
and options to include Jupiter, Venus, Saturn, and other planetary gravitational forces. The gravitational effects
include Earth’s gravitational model (2008) with high order and degree. Other forces include drag models, taking
into account area/mass ratio, atmospheric density models, low altitude density models, and solar flux/geomagnetic
models. Additionally, solar radiation pressure is utilized by the propagator while taking into account central body
radiation pressure and eclipsing central bodies of the Earth and Moon. This makes the AGI-STK tool suitable for
exporting propagated LEO satellite ephemeris to be used for training, validation, and testing.

A.2 DESIGN

To achieve a ML model which could take initial historical data and start propagating the satellite’s orbit, using
its previous output as new input, this model should be capable of time series prediction, as the satellite’s state
elements could be seen as its own time series. Feed forward neural networks (FFNN) [57,58], which simply propagate
from input to output in one direction. However, other NNs like recurrent NNs (RNNs), close the loop and provide
a feedback to the NN. For this reason, the RNNs are expected to perform well in modeling highly nonlinear and
harmonic data [59–62].

TDNNs are simple FFNNs, except that in TDNNs the input is fed as a time series, which allows the NN to learn
the dynamics of the system. For orbital determination, the output ŷ(t) is the state vector SLEO(t) at time t, and the
input is I(0, 1, . . . , N−1) = {x(t), x(t−τ), . . . , x(t−(N−1)τ)} for N previous state vector data points. The TDNN’s
output is connected to the input I through a delay block, closing the loop, and effectively creating a nonlinear auto-
regressive (NAR) prediction model. The TDNN model is given an initial input I0, and it predicts the next state of
the satellite which is fed back as the new input. Fig. 2 depicts the structure of TDNN.

Fig. 2. TDNN architecture.

LSTMs are mainly composed of a cell which remembers values over time intervals (memory cell), an input gate,
output gate, and a forget gate which regulates the flow of information into and out of the cell [63]. Fig. 3 presents
the structure of LSTM NN.

The next subsection compares the performance of TDNN and LSTM for short orbital prediction.



Fig. 3. Generic LSTM Architecture.

A.3 RESULTS

A simulation study was conducted using the data generated from the AGI-STK software corresponding to the an
Orbcomm LEO satellite. Table I summarizes the simulation settings. Fig. 4 plots the training and validation MSEs
as a function of training epochs. The validation errors for the TDNN design are low, showcasing its ability to function
within an acceptable margin of error with new data. The LSTM is shown to be capable of following the profile of
the LEO satellite’s orbit, however, its accuracy was much lower.

TABLE I

Simulation Settings.

Parameter Value

Satellite name Orbcomm F107
Duration [hours] 10

Sampling time [seconds] 1
Training Period [hours] 5
Testing Period [hours] 5

Fig. 4. Validation loss (MSE) versus number of training epochs of proposed models.

The training and validation errors show that the TDNN architecture outperforms the LSTM. The TDNN model
is assessed by predicting the satellite’s ephemeris in a closed-loop fashion. A TDNN model was trained for every
output pair of parameters in the orbital state S = {x, y, z, vx, vy, vz}. The input and output were chosen as pairs
of the position and velocity in each dimension at a time. Simulation results showed promising propagation accuracy
for long-term windows, while using the proposed TDNN-based approach compared to the conventional SGP4 model.
Fig. 5 depicts the error comparison of SPG4 and the TDNN corresponding to the {x, ẋ} pair.

The results suggests that the TDNN model is capable of following the HPOP propagator for a short time window.
The TDNN showed an acceptable performance for about one orbit, after which, the performance starts degrading.



Fig. 5. LEO satellite’s position error comparison between SGP4 and TDNN.

B. FRAMEWORK 2: Residual Error Propagation

The errors of the proposed ANNs with respect to HPOP were close to those of SGP4. This could be attributed to the
complexity of the LEO satellite’s orbit, as well as the highly dimensional properties of HPOP. SGP4 itself is accurate
as well, though not as accurate as HPOP, in propagating the ephemeris. Therefore, a nonlinear autoregressive with
exogenous inputs (NARX) model was devised to map the output of an SGP4 propagator to those of a well-initialized
HPOP propagator.

B.1 TRAINING

To compare both proposed frameworks, the same training, validation, and testing data extracted from AGI-STK’s
HPOP propagated ephemeris are utilized.

B.2 DESIGN

The NARX model essentially functions similar to a NAR model, with the only difference being that exogenous
inputs, which are propagated SPG4 ephemeris, are utilized in predicting the output, as seen in Fig. 6. The NARX
architecture has been shown to be highly capable of learning long-term dependencies [64] and predicting time series
[65–67]; even chaotic time series [68].

Fig. 6. Proposed NARX model.

The NARX architecture takes SGP4 propagated position states as inputs. It also has a feedback loop where its
output, the estimated HPOP state values, are fed back as additional input. This way, the model takes SGP4 as
input as well as previous estimated ˆHPOP(t− 1, . . . , t− d) values, and it outputs new estimated ˆHPOP(t) values.

B.3 RESULTS

The simulation settings shown in Table I for the Orbcomm LEO satellite were used. Fig. 7 and Table II shows the
position error magnitude of the SGP4 versus the propagated SGP4+NARX approach. Because the SGP4 propagator
is initialized with TLE files, which are a compact mean to achieve modestly fast and accurate calculation, its initial
position error can reach up to 1 km [69]. Fig. 7 (a) shows the SGP4 position error magnitude while keeping the
initial error. Fig. 7 (b) shows the SGP4 position error magnitude while removing the initial error of the TLE file for
comparison. The results shows that SGP4+NARX is accumulating error at a much slower rate compared to SGP4.

From these results, one concludes that SGP4+NARX offers promising orbit propagation.



Fig. 7. 3-D Position error magnitude for Orbcomm FM107’s trajectory (a) without removing the initial error of SGP4 and (b) with
removing the initial error of SGP4.

TABLE II

LEO propagation performance in simulation for 350 seconds.

RMSE [m] Orbcomm-FM107
SGP4 (with TLE initial error) 773

SGP4 (without TLE initial error) 54
SGP4+NARX 8

IV. EXPERIMENTAL RESULTS

In this section, the performance of the proposed STAN navigation framework is assessed experimentally. Here, the
performance utilizing propagation via SGP4 ill be compared to the one achieved with the proposed SGP4+NARX.
In the experiment, Orbcomm LEO satellites signals were collected, where a ground-truth reference of the satellite
ephemeris was obtained by decoding the satellites’ positions transmitted from their on-board GPS receivers [28]. The
error estimation NARX architecture was chosen, as it has demonstrated the highest accuracy amongst the studied
ML frameworks.

A. ENVIRONMENTAL LAYOUT AND EXPERIMENTAL SETUP

A ground vehicle was equipped with the following hardware and software setup:

• A quadrifilar helix antenna to receive the Orbcomm SV downlink signals, which are transmitted at frequencies
between 137 and 138 MHz
• A USRP E312 to sample Orbcomm symmetric differential phase shift keying (SDPSK) signals.
• These samples were then processed by the Multi-channel Adaptive TRansceiver Information eXtractor (MATRIX)
software-defined radio developed by the Autonomous Systems Perception, Intelligence, and Navigation (ASPIN) Lab-
oratory to perform carrier synchronization, extract pseudorange rate observables, and decode Orbcomm ephemeris
messages [28].
• A Septentrio AsteRx-i V integrated GNSS-IMU, which is equipped with a dual-antenna, multi-frequency GNSS
receiver and a Vectornav VN-100 micro-electromechanical system (MEMS) IMU. Septentrio’s post-processing soft-
ware development kit (PP-SDK) was used to process GPS carrier phase observables collected by the AsteRxi V
and by a nearby differential GPS base station to obtain a carrier phase-based navigation solution. This integrated
GNSS-IMU real-time kinematic (RTK) system [70] was used to produce the ground truth results with which the
proposed navigation framework was compared.

The experimental setup is shown in Fig. 8. The ground vehicle was driven along U.S. Interstate 5 near Irvine,
California, USA, for 7,495 m over 258 seconds, during which 2 Orbcomm LEO satellites were available. The standard
deviation of the Orbcomm Doppler measurements was set to be 4.7 Hz, which was obtained empirically. Two
navigation frameworks were implemented to estimate the vehicle’s trajectory: (i) the LEO signal-aided INS STAN
framework using SGP4 as its propagator and (ii) the LEO signal-aided INS STAN framework using the NARX as its
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Fig. 8. Experimental Setup.

propagator. The SGP4 propagated ephemeris was initialized from the corresponding TLE file published by NORAD.
The HPOP ephemeris utilized for training was properly initialized through STK, using the Orbcomm LEO satellite’s
positions decoded from the first measurement epoch. To perform a fair comparison between the propagation of
SGP4+NARX that uses the first decoded ephemeris point for initialization and the performance of SGP4 that uses
a relatively old TLE file, we generated a new TLE file the transmitted ephemeris, propagated it with SGP4, and
used it for the comparison. Fig. 9 sketches the data generation and testing method.

Fig. 9. Sketch illustrating the training phase of the NARX model (using TLE-SGP4 and HPOP) as its prediction phase.

B. RESULTS

First, the performance of the SGP4+NARX model as a propagator is compared with SGP4. The ephemeris
position error ELEO = {Ex, Ey, Ez} of both tracked satellites and the total positional error characterized by

Er =
√

E2
x + E2

y + E2
z are shown in Fig. 10 and summarized in Table III.

The improved results in LEO satellite position estimation translate directly to a better navigation performance for a
ground vehicle. Fig. 11 shows the vehicle’s true trajectory compared to estimates from the original STAN framework
and the proposed STAN with SGP4+NARX. The results are summarized in Table IV. The results show how the
NARX model’s ability in better estimating the LEO satellites’ ephemeris leads to a more accurate navigation solution.



TABLE III

LEO Propagation Performance in an experimental scenario.

RMSE [m] Orbcomm FM112 Orbcomm FM117

SGP4 558 1,226
SGP4+NARX 74 38

Fig. 10. Comparison between SGP4 and SGP4+NARX propagation

V. CONCLUSION

This paper investigated the performance of multiple ML models (TDNN, LSTM, NAR, and NARX) in propagating
LEO satellite ephemeris and in correcting SGP4 ephemeris to map to a more accurate HPOP ephemeris. Both the
ephemeris propagation framework and the error modeling framework were studied under the same simulation envi-
ronment. The error modeling framework performed better and was thus chosen as the LEO propagator in the STAN
framework. Experiments were conducted with a ground vehicle navigating while extracting Doppler measurements
from two Orbcomm LEO satellites. The training data for the ML model was historical HPOP ephemeris data of the
satellite’s orbit. The performance of the SGP4+NARX model in tracking the LEO satellites’ ephemeris was com-
pared with the results of a traditional LEO propagation model using SPG4. The EKF with SGP4+NARX framework
noticeably outperformed the traditional EKF with SGP4 framework’s accuracy. The STAN with SGP4 achieved a
ground vehicle 3-D position RMSE of 30 m. In contrast, the proposed STAN with SGP4+NARX framework achieved
a 3-D position RMSE of 3.6 m.
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TABLE IV

Ground Vehicle Navigation Performance.

Performance Measure STAN with SGP4 STAN with SGP4+NARX

RMSE [m] 30 3.6
Final Error [m] 30 8.3

Fig. 11. Experimental results showing (a) the trajectory of a ground vehicle navigating with the proposed approach. The truth (white)
is compared to the STAN with SGP4 estimate (red) and the STAN with SGP4+NARX estimate (green). (b, c) the trajectory of the 2
Orbcomm LEO satellites generated by SGP4+NARX predictions (yellow) versus the truth trajectories (red) obtained from onboard GPS
receivers. Map data: Google Earth.
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Demo: I Am Not Afraid of the GPS Jammer:
Exploiting Cellular Signals for Accurate Ground

Vehicle Navigation in a GPS-Denied Environment
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Video Demonstration: https://www.youtube.com/watch?v=kwpCRXz-5gM

THIS demo presents unprecedented attack-defense results of
a ground vehicle navigating to a meter-level accuracy in

a real-world GPS-denied environment, by exploiting ambient
cellular signals exclusively and no other sensors.

Today’s vehicular navigation systems fuse information from
a global navigation satellite system (GNSS) receiver (e.g., GPS)
and an inertial measurement unit (IMU). Relying on GNSS alone
to aid an IMU poses an alarming vulnerability: GNSS signals
could become unavailable or unreliable in environments under a
malicious attack (jamming or spoofing). Without GNSS, the IMU
errors will accumulate and eventually diverge, compromising the
vehicle’s safe and efficient operation.

Current trends to supplement a navigation system when
GNSS signals become unreliable are traditionally sensor-based
(e.g., vision, lidar, sonar, and odometers). These sensors extract
relative motion information to reduce the IMU’s error divergence
rate. However, these are dead-reckoning-type sensors; therefore,
during prolonged periods of GNSS outage, the error will eventu-
ally diverge. Moreover, these sensors only provide local position
estimates, may not properly function in all environments (e.g.,
fog, snow, rain, dust, nighttime, etc.), and are still susceptible to
malicious attacks.

The authors developed a defense mechanism that exploits
ambient cellular signals to produce an accurate, sustained navi-
gation solution without GNSS. In contrast to the aforementioned
sensors, absolute position information could be extracted from
cellular signals to provide bounded IMU errors. Moreover, cel-
lular signals are more difficult to jam and spoof than GNSS
and are practically unaffected by poor weather conditions. To
demonstrate the efficacy of this mechanism in a real-world GPS-
denied environment, the authors were invited to participate in live
GPS jamming experiments, called NAVFEST, at Edwards Air
Force Base (AFB), California, USA. GPS signals were jammed
with high-powered jammers, spread over an area of around 50
miles, which transmitted a variety of waveforms at jamming-to-
signal ratio (J/S) exceeding 100 dB (see Fig. 1).

The vehicle was driven into the jammed environment, where
it traversed 5 km in 180 seconds, of which, GPS signals were
unavailable for the last 3.9 km. During the jamming attack, the
vehicle-mounted navigation system, which utilized a commercial
high-end GPS receiver (Septentrio AsteRx-i V) with a tactical-
grade IMU (Vectornav VN-100) accumulated a position root
mean-squared error (RMSE) of 238 m. In contrast, the developed

defense mechanism exploited signals from eight cellular long-
term evolution (LTE) towers, whose positions were mapped
prior to the experiment, from the U.S. cellular providers T-
Mobile and Verizon, one of which was more than 52 km away
from the ground vehicle. These signals were processed by the
author’s software-defined radio (SDR) to produce pseudorange
measurements, which were fused through an extended Kalman
filter to estimate the vehicle’s trajectory. The defense mechanism
achieved a position RMSE of 2.6 m exclusively with cellular
LTE signals and no other sensors. The results are summarized in
Fig. 2. Note that to obtain the vehicle’s ground truth trajectory,
a vehicle-mounted GNSS-IMU system was used, which utilized
signals from the non-jammed GNSS constellations (Galileo and
GLONASS). It is worth noting that the unprecedented 2.6
position RMSE achieved in this demo are an order of magnitude
smaller than previously published results in the same environ-
ment, which achieved a position RMSE of 29.4 m. Further details
can be found in the video.

Fig. 1. NAVFEST GPS jamming laydown: (a) one of the jammers used in the
experiment, (b) J/S heat map and the jammers’ locations, (c) the 58 Highway,
where the ground vehicle was driven. Map data: Edwards AFB.

10 km

Fig. 2. Navigation solutions for (i) GPS-IMU, (ii) cellular LTE, and (iii) GNSS-
IMU ground truth. Map data: Google Earth.
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Differential Framework for Submeter-Accurate
Vehicular Navigation With Cellular Signals

Joe Khalife , Member, IEEE, and Zaher M. Kassas , Senior Member, IEEE

Abstract—A framework that could achieve submeter-level-
accurate horizontal navigation with carrier phase differential mea-
surements from cellular signals is developed. This framework,
termed CD-cellular, is composed of a base and a rover in a cellular
environment, both making carrier phase measurements to the
same cellular base transceiver stations (BTSs). The base shares
its carrier phase measurements with the mobile rover, which in
turn employs an extended Kalman filter to obtain a coarse esti-
mate of its states, followed by a batch weighted nonlinear least
squares (B-WNLS) estimator to solve for the integer ambiguities,
and finally a point-solution WNLS to estimate its own states. The
framework is designed to guarantee that after some time, the
rover’s position error remains below a pre-defined threshold with
a desired probability. This is achieved by leveraging models of the
BTSpositions fromstochastic geometry.Experimental results onan
unmannedaerial vehicle (UAV) in anopen semi-urban environment
with multipath-free, line-of-sight (LOS) conditions are presented,
showing that the developed framework achieves a 70.48 cmposition
root mean-squared error (RMSE) over a trajectory of 2.24 km,
measured with respect to the UAV’s navigation solution from its
onboard GPS-inertial navigation system (INS).

Index Terms—Carrier phase, fifth-generation (5G), integer
ambiguity resolution, LTE, navigation, RTK, signals of
opportunity, UAV.

NOMENCLATURE
i ∈ {UAV(U),Base(B)}, receiver index.
n ∈ {1, . . . , N}, BTS index.
N Total number of BTSs.
k Discrete-time index.
c Speed of light.
λ Signal wavelength.
z
(i)
n (k) Carrier phase measurement from i-th receiver to n-

th BTS at time-step k.
rri � [xri , yri ]

T, i-th receiver’s two-dimensional (2-D)
position vector.
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rsn � [xsn , ysn ]
T, n-th BTS’s 2-D position vector.

Δzri,sn Altitude difference between i-th receiver and n-th
BTS.

N
(i)
n Carrier phase ambiguity between i-th receiver and

n-th BTS.
δtri i-th receiver’s clock bias.
δtsn n-th BTS’s clock bias.
v
(i)
n Measurement noise between i-th receiver and n-th

BTS.
(σ

(i)
n )2 Variance of v(i)n .

C/N
(i)
0,n Carrier-to-noise ratio of n-th BTS measured by i-th

receiver.
Bi,PLL i-th receiver’s PLL noise equivalent bandwidth.
z
(U,B)
n,1 Double-difference carrier phase measurment for n-

th BTS.
hU
n,1 Single-difference range for n-th BTS.

N
(U,B)
n,1 Double-difference integer ambiguity for n-th BTS.

v
(U,B)
n,1 Double-difference measurement noise for n-th

BTS.
zU,B Vector of all double-difference measurements.
h[rrU ] Vector of all single-difference ranges.
N Vector of all double-difference integer ambiguities.
vU,B Vector of all double-difference measurement noise.
RU,B Covariance matrix of vU,B.
α Confidence level.
ζ Desired position error threshold.
kζ Cutoff time beyond which position error bound

holds.
z
kζ

U,B Collection of all double-difference measurement
vectors up to time-step kζ .

r
kζ
rU Time history of receiverU’s position up to time-step

kζ in vector form.
h[r

kζ
rU ] Collection of all single-difference range vectors up

to time-step kζ .
v
kζ

U,B Collection of all double-difference measurement
noise vectors up to time-step kζ .

R
kζ

U,B Covariance matrix of vkζ

U,B.
r̂
kζ
rU B-WNLS float estimate of r̂kζ

rU .
N̂

kζ B-WNLS float estimate of N .
Ň

kζ B-WNLS integer estimate of N .
Ñ

kζ Integer ambiguity errors.
ř
kζ
rU B-WNLS estimate of r̂kζ

rU after integer fix.
G̃ Double-difference geometry matrix.
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λmax(A) Maximum eigenvalue of some matrix A.
λmin(A) Minimum eigenvalue of some matrix A.
f−1χ2,M (·) Inverse chi-square cdf with M degrees of freedom.

I. INTRODUCTION

A S AUTONOMOUS vehicles (AVs) get endowed with
higher levels of autonomy, the accuracy and resiliency

requirements of their navigation systems become evermore
stringent. For example, for an automated driving system to
be classified as SAE J3016TM Level 4 (high automation), the
driving system must be able to precisely and safely execute
driving maneuvers, such as lane changes or turns at intersec-
tions. In order to execute such driving maneuvers, localization
accuracies of 0.1 m with a confidence of 95% must be realized
[1]. On the other hand, while similar clear-cut requirements for
unmanned aerial vehicles (UAVs) have not been established yet
[2], [3], it is not far-fetched to imagine submeter-level navigation
requirements for certain flight operations, e.g., beyond visual
line-of-sight (BVLOS) in urban environments and in large-scale
swarms.

Today’s AVs rely on an inertial navigation system (INS) aided
by global navigation satellite system (GNSS) signals. While
such systems can meet the submeter-level accuracy requirement
in certain clear line-of-sight conditions, they are at the mercy
of GNSS signal vulnerabilities. These signals are jammable,
spoofable, and may become unusable in certain environments
(e.g., deep urban canyons) [4]–[7]. Moreover, a GNSS receiver
may simply fail altogether. When GNSS signals are compro-
mised or unusable, the error in the INS-derived navigation
solution will quickly drift unboundedly, violating the navigation
accuracy requirement and jeopardizing the safe operation of the
AV. On one hand, aiding sensors such as lidars or cameras can be
used to limit the drift of the INS [8], [9]. However, such sensors
can only provide position information in a local map and they
too could drift over time [10], [11]. One way to circumvent this
issue is to create high-fidelity global maps of lidar point clouds
or camera images and localize the AV in such global maps using
map matching [12]. However, building these high-fidelity maps
for different environment is tedious and performing map match-
ing requires high computational power and resources to run in
real-time [13], [14]. On the other hand, signals of opportunity
(SOPs) (e.g., low Earth orbit (LEO) satellite [15]–[17], digital
television [18], [19], and cellular [20]–[26]) possess desirable
attributes to serve as an alternative aiding source to GNSS
signals. Navigation with SOPs has been demonstrated on ground
vehicles and unmanned aerial vehicles (UAVs), achieving a
localization accuracy ranging from meters to tens of meters,
with the latter accuracy corresponding to ground vehicles in
deep urban canyons with severe multipath conditions [27]–[33].
Cellular SOPs, particularly 3G code-division multiple access
(CDMA), 4G long-term evolution (LTE), and 5G new radio
(NR), are among the most attractive SOP candidates for nav-
igation. These signals are abundant, received at a much higher
power than GNSS signals, offer a favorable horizontal geome-
try, are free to use, and can provide position information in a
global map. While cellular signals are jammable and spoofable
[34]–[36], they are typically received at high powers (more

than 30 dB than GNSS signals [37]) and are transmitted in
multiple frequency bands. The cellular 3G, 4G, and 5G spectrum
spans the 700 MHz to nearly 6 GHz bands. The 5G millimeter
wave (mmWave) spectrum is envisioned to span several GHz
of spectrum, with some bands reaching up to 400 MHz of
bandwidth. This makes staging a successful, clandestine attack
on cellular SOPs generally challenging, as the attacker would
need to target the entire cellular spectrum with very high power.

A challenge that arises in cellular-based navigation is the
unknown states of cellular base transceiver stations (BTSs),
namely their position and clock errors (bias and drift). This is in
sharp contrast to GNSS-based navigation, where the states of the
satellites are transmitted to the receiver in the navigation mes-
sage. Since cellular BTSs are spatially stationary, their positions
may be mapped prior to navigation (e.g., by a dedicated mapping
campaign or from satellite imagery and cellular databases).
While mapping BTS positions is also tedious, the number of
BTSs in an environment is orders of magnitude lower than
the number of points in a lidar point cloud or pixels in image
maps. While BTS positions can be mapped once and stored
for later use, BTS clock errors must be continuously estimated
since these errors are stochastic and dynamic. To deal with this
challenge, a base/rover framework was proposed in [20], [38], in
which the base and rover make pseudorange measurements to the
same BTSs in the environment. The base was assumed to have
complete knowledge of its states (e.g., by having access to GNSS
signals), while estimating the states of BTSs in its environment,
and sharing these estimates with a rover that had no knowledge
of its states. Another framework was developed in which the
rover estimated its states simultaneously with the states of the
BTSs in the environment, i.e., performed radio simultaneous
localization and mapping (radio SLAM) [39], [40].

It is well-known that carrier phase measurements are much
more precise than code phase (pseudorange) measurements.
While meter-level accuracy is achievable with pseudorange mea-
surements, submeter-level (centimeter to decimeter) is achiev-
able in carrier phase differential GNSS (CD-GNSS), also known
as real-time kinematic (RTK) [41], [42]. However, the literature
on differential cellular-based navigation frameworks is sparse.
A preliminary study of cellular carrier phase-based navigation
were conducted in [43], [44], in which the received carrier
phase of cellular signals was exploited to produce submeter-
level accurate navigation solutions on a UAV flying in an
open semi-urban environment. The framework was based on
carrier phase differential (CD)-cellular measurements, requir-
ing an additional base receiver. The CD-cellular navigation
framework was analyzed through Monte Carlo simulations.
One advantage of the CD-cellular framework is that it re-
quires very few base receivers to cover large areas [44] (1
base in about 6 km radius). One challenge with using dif-
ferential carrier phase measurements is having to resolve the
integer ambiguities [41], [45], [46]. Several solutions have been
proposed for this problem, most notably the Local Minima
Search (LMS) method [47] and the Least-squares Ambiguity
Decorrelation Adjustment (LAMBDA) method [48]–[50] and
its variants [51]. These methods rely on either (i) multiple-
frequency measurements, both code and carrier phase measure-
ments, (ii) the GNSS satellite geometry to change significantly
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with time as the receiver remains stationary, or (iii) dedicated
ground-based GPS integrity beacons [52]. However, code phase
measurements are not necessarily available from cellular BTSs,
nor do BTSs necessarily transmit synchronized signals on dif-
ferent frequencies; and BTSs are stationary. To overcome this
issue, a CD-cellular framework that leverages UAV motion to
resolve the integer ambiguities and achieve a submeter-accurate
navigation solution was proposed in [44]. However, the work in
[44] suffers from two major limitations: (i) the navigation solu-
tion prior to resolving the ambiguities lacks rigorous reliability
guarantees and (ii) the size of the batch filter that resolves the
ambiguities is pre-set, which does not guarantee any navigation
performance requirements.

This paper presents the first complete study for submeter-
accurate horizontal navigation using CD-cellular measurements.
The framework requires a base receiver making carrier phase
measurements to the same BTSs as the navigating rover and
assumes a communication channel between the base and rover.
While this framework could be employed for ground or aerial
vehicles (as long as multipath and signal blockage conditions are
properly mitigated or accounted for), this study focuses on UAV
applications, due to the favorable multipath-free, line-of-sight
(LOS) channels between the BTS and the UAV. It is important
to note that the algorithms presented in the paper are agnostic to
the signal type. The CD-cellular framework only assumes car-
rier phase measurements available from nearby cellular towers,
which can be produced from 3G, 4G, 5G, and future generations.
In particular, this paper extends [43] and [44] by making the
following four contributions:

1) First, a three-stage framework for navigating with CD-
cellular measurements is developed. The first stage em-
ploys an extended Kalman filter (EKF) to obtain a coarse
estimate of the UAV’s position. An EKF initialization
scheme is provided. In the second stage, a batch solution is
obtained to fix the integer ambiguities. In the third stage,
the UAV navigates with the CD-cellular measurements
and fixed ambiguities.

2) A probabilistic upper bound on the position error af-
ter resolving the integer ambiguities is established. The
probabilistic upper bound captures mainly the effect of
the integer ambiguity error on the UAV position error.
Models of the BTS positions from stochastic geometry are
leveraged to determine the upper bound that holds with a
desired probability, for a given number of BTSs.

3) The derived probabilistic upper bound is used to formulate
a test that determines when to solve the batch estimator and
fix the integer ambiguities in order to guarantee that the
UAV position error remains under a pre-defined threshold,
with a certain probability.

4) Experimental results are presented demonstrating the pro-
posed CD-cellular framework. The experiments show a
UAV navigating at submeter-level accuracy in an open
semi-urban environment and multipath-free, LOS con-
ditions, while remaining in the same BTS sectors. The
UAV achieves a horizontal position root mean-squared
error (RMSE) of 70.48 cm over a trajectory of 2.24 km,
measured with respect to the UAV’s navigation solution
from its onboard GPS-INS.

The remainder of the paper is organized as follows. Sec-
tion II describes the cellular carrier phase observable model.
Section III formulats the base/rover CD-cellular framework.
Section IV provides experimental results demonstrating the
proposed framework, showing submeter-level UAV navigation
accuracy. Concluding remarks are given in Section V.

II. CELLULAR CARRIER PHASE OBSERVABLE MODEL

In the rest of this paper, availability of code phase, Doppler
frequency, and carrier phase measurements of cellular CDMA
and LTE signals is assumed (e.g., from specialized navigation
receivers [18], [20], [53]–[56]). The continuous-time carrier
phase observable can be obtained by integrating the Doppler
measurement over time [41]. The carrier phase (expressed in
cycles) made by the i-th receiver on the n-th SOP is given by

φ(i)
n (t) = φ(i)

n (t0) +

∫ t

t0

f
(i)
Dn

(τ)dτ, n = 1, . . . , N, (1)

where f (i)
Dn

is the Doppler measurement made by the i-th receiver
on the n-th cellular SOP, φ(i)

n (t0) is the initial carrier phase, and
N is the total number of SOPs. In (1), i denotes either the base
(B) or the rover UAV (U). Assuming a constant Doppler during
a subaccumulation period T , (1) can be discretized to yield

φ(i)
n (tk) = φ(i)

n (t0) +

k−1∑
l=0

f
(i)
Dn

(tl)T, (2)

where tk � t0 + kT . In what follows, the time argument tk will
be replaced by k for simplicity of notation. Note that the receiver
will make noisy carrier phase measurements. Adding measure-
ment noise to (2) and expressing the carrier phase observable in
meters yields

z(i)n (k) = λφ(i)
n + λT

k−1∑
l=0

f
(i)
Dn

(l) + v(i)n (k), (3)

where λ is the wavelength of the carrier signal and v
(i)
n (k) is

the measurement noise, which is modeled as a discrete-time
zero-mean white Gaussian sequence with variance [σ

(i)
n (k)]2.

The carrier phase in (3) can be parameterized in terms of the
receiver and cellular SOP states as

z(i)n (k) =
√
‖rri(k)− rsn‖22 +Δz2ri,sn(k)

+ c [δtri(k)− δtsn(k)] + λN (i)
n + v(i)n (k), (4)

where rri � [xri , yri ]
T is the receiver’s two-dimensional (2–D)

position vector; rsn � [xsn , ysn ]
T is the cellular BTS’s known

2–D position vector; Δzri,sn � zri(k)− zsn is the difference
between the receiver’ and BTS’s altitude; c is the speed of light;
δtri and δtsn are the receiver’s and cellular BTS’s clock biases,
respectively; and N

(i)
n is the carrier phase ambiguity. Note that a

coherent PLL may be employed in CDMA and LTE navigation
receivers since the cellular synchronization and reference signals
do not carry any data. As such, the measurement noise variance
can be expressed as [41][

σ(i)
n (k)

]2
= λ2 Bi,PLL

C/N0,n(k)
, (5)
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where Bi,PLL is the receiver’s PLL noise equivalent bandwidth
and C/N0,n(k) is the cellular SOP’s measured carrier-to-noise
ratio at time-step k. The remainder of this paper assumes zero-
mean Gaussian measurement noise. The actual measurement
noise statistics may differ from the what is assumed in (5).
Therefore, instead of using (5), Gaussian overbounds of the true
measurement noise distribution could be used, if known. Meth-
ods described in [57]–[59] could be used to compute overbounds
of the measurement noise statistics in different environments.
Note that small UAVs and hearable cellular BTSs are typically
at comparable altitudes, which makes the vertical diversity very
poor. Therefore, one can only estimate the UAV’s horizontal
position using cellular SOPs without introducing significant
errors. As such, the proposed framework assumes that the UAV
and BTS altitudes, zr(k) and zsn , respectively, are known and
only the UAV’s 2–D position is estimated.

It is important to note that the channels between the UAVs
and the cellular BTSs do not suffer from severe multipath, as
a strong LOS component is usually observed in the received
signal [60], [61]. In the case of severe multipath or non-LOS
(NLOS) conditions, it is assumed that either (i) signal processing
techniques at the SOP receiver level [24], [28], [56], [62]–[67]
or (ii) measurement outlier rejection techniques [57] are used to
mitigate mulitpath or exclude measurements with large errors
due to multipath. Concepts of receiver autonomous integrity
monitoring (RAIM) may also be used to exclude measure-
ments with large errors, which can be considered as faulty
measurements [68]–[71]. Alternatively, multipath error models
may be used to predict and mitigate large measurement errors,
either through multipath prediction maps [58], [72] or statistical
models [73]. To this end, it is assumed in the rest of the paper
that the effect of multipath has either (i) been mitigated or (ii)
included in the measurement model (4).

III. NAVIGATION WITH CARRIER PHASE DIFFERENTIAL
CELLULAR MEASUREMENTS

This section develops the CD-cellular navigation framework
and establishes guarantees on its achievable performance. The
framework consists of two receivers in an environment compris-
ing N cellular BTSs. The receivers are assumed to be listening
to the same BTSs, with the BTS locations being known. The
first receiver, referred to as the base (B), is assumed to have
knowledge of its own position state (e.g., a stationary receiver
deployed at a surveyed location or a high-flying aerial vehicle
with access to GNSS). The second receiver, referred to as the
rover UAV (U), does not know its position and aims to navigate
using the CD-cellular framework. The base communicates its
own position and carrier phase observables with the rover. Fig. 1
illustrates the base/rover framework.

A. CD-Cellular Measurement Model

In what follows, the objective is to estimate the rover’s
position, which will be achieved by double-differencing the
measurements (4). It is subsequently assumed that the UAV and
the base are within the same sector of a particular BTS. As such,
there will be clock bias discrepancies due to sector mismatch

Fig. 1. CD-cellular base/rover framework.

[20]. Without loss of generality, let the measurements to the first
SOP be taken as references to form the single difference

z
(i)
n,1(k) � z(i)n (k)− z

(i)
1 (k), (6)

for n = 2, . . . , N . Subsequently, define the double difference
between U and B as

z
(U,B)
n,1 (k) � z

(U)
n,1 (k)− z

(B)
n,1 (k)

+
√
‖rrB(k)− rsn‖22 +Δz2rB,sn

(k)

−
√
‖rrB(k)− rs1‖22 +Δz2rB,s1

(k)

� h
(U)
n,1 (k) + λN

(U,B)
n,1 + v

(U,B)
n,1 (k), (7)

where hn,1
(U)(k) �

√
‖rrU(k)− rsn‖22 +Δz2rU,sn

(k)−√
‖rrU(k)− rs1‖22 +Δz2rU,s1

(k), N (U,B)
n,1 � N

(U)
n −N

(B)
n −

N
(U)
1 +N

(B)
1 , v

(U,B)
n,1 (k) � v

(U)
n (k)− v

(B)
n (k)− v

(U)
1 (k) +

v
(B)
1 (k), and n = 2, . . . , N . Note that (7) holds only when the

UAV and base carrier phase measurements are synchronized.
Synchronization is done using the cellular system time.
The detected reference signals are used to synchronize the
measurements from both receivers. Synchronization errors
between the base and UAV receivers translate to differencing
carrier phase measurements shifted in time. As such, the residual
error in this case will be a function of the synchronization error
Δt, the UAV speed v, and the receiver drifts δ̇t. It can be shown
that the residual CD-cellular measurement error Δz due to
synchronization errors between the base and rover is bounded
according to

|Δz| ≤ 2(vmax + δ̇tmax)Δt, (8)

where vmax is the maximum UAV speed and δ̇tmax is the max-
imum clock drift. It is shown in [44] that in typical open
semi-urban cells, the synchronization error is less than 60 μs.
As such, for vmax = 14 m/s, which is considered high for small
UAVs, and a 150 Hz drift at a carrier frequency of 882.75 MHz
for the receiver clocks, which was observed from experimental
data, the residual errors in the CD-cellular measurement will be
less than 8 mm according to (8). Therefore, full synchronization
is assumed. In vector form, the measurement model (7) becomes

zU,B(k) � h [rrU(k)] + λN + vU,B(k), (9)
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where

zU,B(k) �
[
z
(U,B)
2,1 (k), . . . , z

(U,B)
N,1 (k)

]T

h [rrU(k)] �
[
h
(U)
2,1 (k), . . . , h

(U)
N,1(k)

]T

N �
[
N

(U,B)
2,1 , . . . , N

(U,B)
N,1

]T

vU,B(k) �
[
v
(U,B)
2,1 (k), . . . , v

(U,B)
N,1 (k)

]T
,

where vU,B(k) has a covariance RU,B(k), which can be readily
shown to be

RU,B(k) = R(1)(k) +
[
σ
(U,B)
1 (k)

]2
1N−11T

N−1, (10)

where [σ
(U,B)
1 (k)]2 � [[σ

(B)
1 (k)]2 + [σ

(U)
1 (k)]2],

R(1)(k) � diag
[[
σ
(B)
2 (k)

]2
+
[
σ
(U)
2 (k)

]2
, . . . ,

[
σ
(B)
N (k)

]2
+
[
σ
(U)
N (k)

]2]
,

and 1N−1 is an (N − 1)× 1 vector of ones. Note that the vector
N is now a vector of N − 1 integers and has to be solved for
along with the rover UAV’s position rrU . The next subsections
present a framework to obtain a navigation solution with CD-
cellular measurements.

B. Navigation Strategy

It is important to first establish the navigation strategy em-
ployed by the UAV. To this end, assume CD-cellular mea-
surements are given at k = 0, 1, 2, . . .. It is desired that, with
probability greater than 1− α, the 2-norm of the position error
be less than a desired threshold ζ for all k ≥ kζ . Let δrrU(k)
denote the position error at time-step k. Then, it is desired that

Pr
[
‖δrrU(k)‖22 ≤ ζ2

]
≥ 1− α, ∀ k ≥ kζ . (11)

For k < kζ , the UAV will use an EKF to produce a “rough”
estimate of its position and the integer ambiguities. Measure-
ments at k = 0 and k = 1 are used to initialize the EKF. Then,
at k = kζ , a batch weighted nonlinear least-squares (B-WNLS)
estimator for all measurements from k = 0 to kζ is used to
obtain an estimate of the integer ambiguities that guarantees
(11) for k ≥ kζ . The EKF solution is used to initialize the
B-WNLS. For k > kζ , the UAV will solve for its position using
zU,B(k) and the estimated ambiguities through a point solution
weighted nonlinear least-squares (PS-WNLS). The time-step kζ
is determined on-the-fly by the UAV via the test developed in the
remaining of this section. Fig. 2 summarizes the aforementioned
navigation strategy.

The blocks in Fig. 2 are subsequently described.

C. EKF Model and Initialization

Define the vector xEKF � [rT
rU
, ṙT

rU
,NT]T as the state vector

to be estimated by the EKF, where ṙT
rU

is the 2–D velocity vector
of the UAV. The UAV’s position and velocity states are assumed

Fig. 2. Diagram of the proposed CD-cellular navigation strategy.

to evolve according to a velocity random walk model [31]. Note
that only the float solution of N is estimated in the EKF, i.e.,
the integer constraint is relaxed. The EKF will produce an esti-
mate x̂EKF(k|j), i.e., an estimate of xEKF(k) using all measure-
ments zU,B(k) up to time-step j ≤ k, along with an estimation
error covariance PEKF(k|j) � E[x̃EKF(k|j)x̃T

EKF(k|j)] where
x̃EKF(k|j) � xEKF(k)− x̂EKF(k|j) is the estimation error. The
UAV’s random walk dynamics and the measurement model in (9)
are used to derive the EKF time-update and measurement-update
equations. The EKF initialization is discussed next. Note that the
measurement zU,Bini � [zT

U,B(0), z
T
U,B(1)]

T may be parameter-
ized as

zU,Bini =

[
zU,B(0)
zU,B(1)

]
= hini [xEKF(1)] + vU,Bini , (12)

hini [xEKF(1)] �
[
h [rrU(1)− T ṙrU(1)] + λN

h [rrU(1)] + λN

]
,

whereT is the sampling time and vU,Bini � [vT
U,B(0),v

T
U,B(1)]

T

is the overall initial measurement noise, which is modeled as
a zero-mean Gaussian random vector with covariance Rini �
diag[RU,B(0),RU,B(1)]. The measurement equation in (12) can
be solved in a weighted nonlinear least-squares (WNLS) estima-
tor (e.g., using the Gauss-Newton algorithm) with a weighting
matrix R−1ini [74]. Solving the WNLS yields an estimate of
xEKF(1), denoted x̂EKF,ini, and an associated estimation error
covariance, denoted PEKF,ini. Finally, the EKF initial estimate
and estimation error covariance are initialized according to

x̂EKF(1|1) ≡ x̂EKF,ini, PEKF(1|1) ≡ PEKF,ini. (13)

Note that the size ofzU,Bini must be greater than or equal to the
size of xEKF to perform the steps described above, i.e., N must
satisfy KB(N − 1) ≥ ((N − 1) + 4), where KB is the batch
size. In the case where KB = 2, as in (12), then N must be 5 or
more. IfN < 5, then the batch size must be increased. However,
N must satisfyN ≥ 2, otherwise the CD-cellular measurements
cannot be formed.

D. B-WNLS Solution

When k = kζ , the B-WNLS estimate of the UAV’s position
and the integer ambiguities is computed. Define the collection
of carrier phase measurements from time-step 0 to kζ as

z
kζ

U,B �
[
zT
U,B(0), . . . , z

T
U,B(kζ)

]T
, (14)
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which can be expressed as

z
kζ

U,B = h
[
r
kζ
rU

]
+ λĪkζN + v

kζ

U,B, (15)

r
kζ
rU �

⎡
⎢⎣
rrU(0)

...
rrU(kζ)

⎤
⎥⎦ , v

kζ

U,B �

⎡
⎢⎣
vU,B(0)

...
vU,B(kζ)

⎤
⎥⎦ ,

h
[
r
kζ
rU

]
�

⎡
⎢⎣

h [rrU(0)]
...

h [rrU(kζ)]

⎤
⎥⎦ , Īkζ �

⎡
⎢⎣
I(N−1)×(N−1)

...
I(N−1)×(N−1)

⎤
⎥⎦ ,

where vkζ

U,B is the overall carrier phase measurement noise with
covariance R

kζ

U,B � diag[RU,B(0), . . . ,RU,B(kζ)].

Let xkζ

B−WNLS � [(r
kζ
rU)

T
,NT]T denote the parameters to be

estimated. A B-WNLS estimator with weight matrix (R
kζ

U,B)
−1

is used to obtain an estimate x̂
kζ

B−WNLS � [(r̂
kζ
rU)

T
, (N̂

kζ
)
T
]T

of xk
B−WNLS and an associated estimation error covariance

P
kζ

B−WNLS, given by

P
kζ

B−WNLS =

⎡
⎣ P

kζ
rU P

kζ

rU,N(
P

kζ

rU,N

)T
P

kζ

N

⎤
⎦ . (16)

Note the dependency of N̂
kζ on kζ .

The vector N consists of integers; however, its estimate, the
vector N̂

kζ , is not necessarily a vector of integers. As such,
the vector N̂

kζ must be “fixed” to the correct integers. This is
achieved using the LAMBDA method [49], which produces the
vector of fixed integers denoted by Ň

kζ obtained from the float
solution N̂

kζ and P
kζ

N . Specifically, the vector Ňkζ is defined
as

Ň
kζ � argmin

N∈ZN−1

[(
N̂

kζ −N
)T (

P
kζ

N

)−1 (
N̂

kζ −N
)]

,

(17)
where Z is the set of integers. After fixing the integer ambi-
guities, the UAV’s fixed position estimates řkrU are obtained
according to

ř
kζ
rU = r̂

kζ
rU −P

kζ

rU,NPkζ
−1
N

(
N̂

kζ − Ň
kζ
)
. (18)

Note that the B-WNLS solution is initialized with the EKF
estimates of the UAV positions and ambiguities.

E. PS-WNLS

Once the integer ambiguities are determined, the carrier phase
measurements at time-step k ≥ kζ are used to determine the
point solution r̂rU(k) and an associated estimation error co-
variance PrU

(k) using a WNLS, i.e., the estimate of rrU(k)

using zU,B(k) and Ñ
kζ through a WNLS. To this end, define

the integer ambiguity estimation error as Ñ
kζ � N − Ň

kζ .
Hence, the carrier phase measurement vector for k ≥ kζ can be
parameterized by

zU,B(k) � h [rrU(k)] + λŇ
kζ

+ λÑ
kζ

+ vU,B(k). (19)

The difference between (9) and (19) is that now an estimate of
N is known to the UAV, and it can therefore estimate its position
vector instantaneously using zU,B(k). However, λÑ

kζ is now
introduced as an additional measurement error, where Ñkζ can
be modeled as a zero-mean random vector with covariance Pkζ

N .
The weight matrix in the PS-WNLS is chosen to be

Σ−1(k) �
[
λ2P

kζ

N +RU,B(k)
]−1

. (20)

In the following sections, kζ is determined to satisfy (11)
∀ k ≥ kζ . To this end, the position error is first probabilistically
upper bounded and a test on k is derived to determine when (11)
will hold.

F. Probabilistic Position Error Upper Bound

The carrier phase measurement noise standard deviation cal-
culated from (5) is on the order of a 1.5 cm for a carrier-to-noise
ratio of 35 dB-Hz and a wavelength of 34 cm (800 MHz cellu-
lar band). Moreover, typical carrier-to-noise ratios for cellular
signals are observed to be much higher than 35 dB-Hz for low-
altitude receivers, reaching 60 dB-Hz or more in the case of LTE
and 5G signal [37]. As such, it is assumed that the contribution
of vU,B(k) to the estimation error is insignificant compared to
Ñ

kζ . The position error due to Ñ
kζ can be approximated by

δrrU(k) = λ
[
G̃T(k)Σ−1(k)G̃(k)

]−1
G̃T(k)Σ−1(k)Ñ

kζ
,

(21)
G̃(k) =⎡
⎢⎢⎢⎢⎢⎣

r̂T
rU

(k)−rT
s2√

‖r̂rU
(k)−rs2‖22+Δz2

rU,s2
(k)
− r̂T

rU
(k)−rT

s1√
‖r̂rU

(k)−rs1‖22+Δz2
rU,s1

(k)

...
r̂T
rU

(k)−rT
sN√

‖r̂rU
(k)−rsN ‖22+Δz2

rU,sN
(k)
− r̂T

rU
(k)−rT

s1√
‖r̂rU

(k)−rs1‖22+Δz2
rU,s1

(k)

⎤
⎥⎥⎥⎥⎥⎦.

(22)

The estimation error covariance associated with the position
estimate is expressed as

PrU
(k) =

[
G̃T(k)Σ−1(k)G̃(k)

]−1
. (23)

In what follows, the time argument will be omitted for com-
pactness of notation. Let Σ 1

2 denote a square root of Σ. Using
the submultiplicative property of the 2-norm, it can be shown
from (21) that

‖δrrU‖22 ≤ λ2

∥∥∥∥[G̃TΣ−1G̃
]−1

G̃TΣ−
1
2

∥∥∥∥
2

2

∥∥∥Σ− 1
2 Ñ

kζ
∥∥∥2
2
.

(24)
Using the fact that the square of the 2-norm of some real matrix

A is the maximum eigenvalue of AAT [75, p. 266 & 341],
denoted by λmax(AAT), the term ‖[G̃TΣ−1G̃]−1G̃TΣ−

1
2 ‖22 is

calculated to be∥∥∥∥[G̃TΣ−1G̃
]−1

G̃TΣ−
1
2

∥∥∥∥
2

2

= λmax

([
G̃TΣ−1G̃

]−1)

= λmax (PrU
) , (25)
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where the last equality follows from (23). Subsequently,
‖δrrU‖22 can be further bounded according to

‖δrrU‖22 ≤ λ2λmax (PrU
)
∥∥∥Σ− 1

2 Ñ
kζ
∥∥∥2
2
. (26)

Note that

PrU
� λmax (Σ)

(
G̃TG̃

)−1
� λmax (Σ) trace

[(
G̃TG̃

)−1]
︸ ︷︷ ︸

�HDOP2

I2×2, (27)

where the horizontal dilution of precision (HDOP) depends on
the current geometry between the UAV and the cellular BTSs.
With probabilityβ, the HDOP is probabilistically upper bounded
according to

Pr [HDOP ≤ HDOPmax] = β, (28)

where HDOPmax can be calculated in advance from the known
cellular BTS using stochastic geometry models, as discussed in
the next subsection. Subsequently, λmax(PrU

) can be bounded
according to

λmax (PrU
) ≤ λmax (Σ)HDOP2

max, (29)

which in turn implies that with a probability greater than β, the
following holds

‖δrrU‖22 ≤ λ2λmax (Σ)HDOP2
max

∥∥∥Σ− 1
2 Ñ

kζ
∥∥∥2
2
. (30)

G. Determination of HDOPmax
In order to determine the distribution of HDOP and hence

HDOPmax, stochastic geometry is used to model the relative
geometry between the UAV and BTSs. Specifically, the BTS
positions are modeled as a binomial point process (BPP) and the
total number of hearable BTSs is assumed to be known [76], [77].
The BTS position distribution is parameterized by the minimum
and maximum hearable distance to a BTS, denoted by dmin and
dmax, respectively. However, the HDOP can be parameterized
by the bearing angles only; hence, the dependency on dmin and
dmax is eliminated. Then, several realizations of the BTS bearing
angles are realized for a given value of N and the empirical
cumulative density function (cdf) of the HDOP is characterized.
Finally, the value HDOPmax is identified from the emprical cdf
for a desired β. Fig. 3(a) illustrates a realization of the BPP
for N = 15 (dmin = 50 m and dmax = 5000 m) and Fig. 3(b)
shows HDOPmax for various N and β obtained from 105 BPP
realizations.

H. Probabilistic Integer Ambiguity Error Upper Bound

With a probability greater than 1− p, Ñkζ will be within the
confidence region defined as(

Ñ
kζ
)T (

P
kζ

N

)−1
Ñ

kζ ≤ γ(p), (31)

where γ(p) � f−1χ2,N−1(1− p) and f−1χ2,M (·) is the inverse cdf
of a chi-square distributed random variable with M degrees of

Fig. 3. (a) Voronoi diagram for a realization of the BPP for N = 15. The red
asterisks indicate the BTS locations and the black disc at the origin inidcates
the UAV location. The shaded blue area is the ring defined between dmin and
dmax. (b) HDOPmax that satisfies Pr[HDOP ≤ HDOPmax] = β for various
N and β values. The empirical cdf of the HDOP was calculated from 105 BPP
realizations.

freedom. Note that the left-hand side of (31) would not be chi-
square distributed in the presence of unmodeled errors such as
multipath biases due to deep fading or cycle slips. In such cases,
the measurement noise variance must be inflated to overbound
these unmodeled errors. This can be investigated further in future
work. By defining

P̄
kζ

N � Σ−
1
2P

kζ

NΣ−
1
2 , (32)

the inequality in (31) may be re-written as(
Σ−

1
2 Ñ

kζ
)T (

P̄
kζ

N

)−1
Σ−

1
2 Ñ

kζ ≤ γ(p). (33)

Note that (33) implies the inequality

Pr
[∥∥∥Σ− 1

2 Ñ
kζ
∥∥∥2
2
≤ λmax

(
P̄

kζ

N

)
γ(p)

]
≥ 1− p. (34)

I. Eigenvalue Test for Batch Size Determination

Assuming that the HDOP and Ñ are independent, the follow-
ing inequality holds

Pr
[
‖δrrU‖22 ≤ λ2λmax(Σ)HDOP2

maxλmax

(
P̄

kζ

N

)
γ(p)

]
≥ β(1− p). (35)

Recall that (11) is desired; therefore, satisfying

λ2λmax (Σ)HDOP2
maxλmax

(
P̄

kζ

N

)
γ(p) ≤ ζ2

⇒ λmin

((
P̄

kζ

N

)−1)
≥ g (ζ, p) , (36)

achieves (11), where λmin(A) denotes the smallest eigenvalue of
matrix A, g(ζ, p) � ( 1

ζ2 )[λ
2λmax(Σ)HDOP2

maxγ(p)], and p =

1− (1− α)/β. Note that the inequality in (36) is in the form of
a test that can be performed after each measurement is added to
the batch filter.
Remark: It is easier to compute (P̄

kζ

N )−1 rather than P̄
kζ

N

without having to solve the batch WNLS; hence, the test is on
λmin((P̄

kζ

N )−1). Appendix A shows that the inversion of 2× 2

matrices only is needed to compute (P̄
kζ

N )−1.
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IV. EXPERIMENTAL RESULTS

This section presents experimental results demonstrating
submeter-level UAV navigation results via the framework de-
veloped in this paper. As mentioned in Section III, only the 2–D
position of the UAV is estimated as its altitude may be obtained
using other sensors (e.g., altimeter). The UAV’s position is
estimated in the horizontal plane of an East-North-Up (ENU)
frame centered at the average of the BTS positions. In the
following experiments, the altitude of the UAV was obtained
from its on-board navigation system. Alternatively, the UAV’s
altitude may be obtained from a barometric altimeter. Moreover,
the noise equivalent bandwidths of the receivers’ PLLs were set
to BU,PLL = BB,PLL = BPLL = 3 Hz in all experiments and
the measurement noise covariances were calculated according
to (5).

A. Experimental Layout and Setup

In order to demonstrate the CD-cellular framework discussed
in Section III, two Autel Robotics X-Star Premium UAVs were
equipped each with an Ettus E312 universal software radio
peripheral (USRP), a consumer-grade 800/1900 MHz cellular
antenna, and a small consumer-grade GPS antenna to discipline
the on-board oscillator for ground-truth collection. Note that
one UAV acted as a base and the other as a navigating UAV.
The base was mounted on a UAV since access to building
roofs was restricted in the experiment area. The receivers were
tuned to a 882.75 MHz carrier frequency (i.e., λ = 33.96 cm),
which is a cellular CDMA channel allocated for the U.S. cellular
provider Verizon Wireless. Samples of the received signals were
stored for off-line post-processing. The cellular carrier phase
measurements were given at a rate of 12.5 Hz, i.e., T = 0.08 s.
The ground-truth reference for each UAV trajectory was taken
from its on-board integrated navigation system, which uses
GPS, an inertial measurement unit (IMU), and other sensors.
The hovering horizontal precision of the Autel Robotics X-Star
Premium UAVs are reported to be 2 m.

The navigating UAV’s total traversed trajectory was 2.24 km,
which was completed in 4 minutes with a total trajectory radius
of 270 m. The trajectory radius is defined as the distance between
the centre of the trajectory and the furthest point on the trajectory.
Over the course of the experiment which took place in an open
semi-urban environment and mulitpath-free, LOS conditions
near Riverside, California, USA, the receivers were listening to 9
BTSs, whose 3–D positions were mapped prior to the experiment
according to the framework in [78]. Some errors may arise due
to uncertainties in the BTS positions, which were verified from
Google Earth imagery. While the accuracy of Google Earth is
not officially known, studies show that it is below 20 cm in
the areas of interest [79]. A panorama of the environment from
the UAV’s vantage point is shown in Fig. 4, and the channel
impulse response measured using the autocorrelation function of
the CDMA shortcode for all 9 BTSs over 300 seconds is shown
in Fig. 5. The curves in Fig. 5 demonstrate a dominant LOS
component and nearly multipath-free conditions. Throughout
the experiments, the UAV remained in the same BTS sectors
as the base receiver. The CD-cellular measurements were used

Fig. 4. Panorama of the environment from the UAV’s vantage point for the
environment near Riverside, California, USA.

TABLE I
EXPERIMENTAL RESULTS (kζT = 120 s)

to estimate the navigating UAV’s trajectory via the base/UAV
framework developed in Section III. The experimental setup,
the cellular BTS layout, and the true trajectory (from the UAV’s
on-board integrated navigation system) and estimated trajectory
(from the proposed CD-cellular framework) of the navigating
UAV are shown in Fig. 7. A plot of the carrier-to-noise ratios
of all the BTSs measured by the rover and the time history of
the delta ranges (deviation from the initial range) are given in
Fig. 6(a) and Fig. 6(b), respectively. The base measured similar
carrier-to-noise values.

B. Navigation Results

The probabilities β and α were set to 0.99 and 0.4, respec-
tively, and the desired position error threshold was set to (i)
ζ ≡ ζ1 =

√
2 m and (ii) ζ ≡ ζ2 = 3 m. For these parameters,

kζ1T was found to be 120 s and kζ2T was found to be 99
s. The position RMSE for k < kζ1 was found to be 24.15 m
(from the EKF), and 74.89 cm for k ≥ kζ1 (from the PS-WNLS,
after resolving the integer ambiguities through the B-WNLS).
The estimated trajectories are also shown in Fig. 7 and the
position error and associated ±3σ bounds are shown in Fig. 8.
Similarly, the position RMSE for k < kζ2 was found to be
24.15 m (from the EKF), and 2.65 m for k ≥ kζ2 . The time
history of λmin((P̄

kζ

N )−1) is shown in Fig. 9(a) along with g(ζ1, p)
and g(ζ2, p), and the empirical cdfs of the position RMSE for
k ≥ 0 and for k ≥ kζ (after resolving the ambiguities through
the B-WNLS) are shown in Fig. 9(b) and (c) for ζ1 and ζ2,
respectively. The position RMSEs for each part of the trajectory
are shown in Tables I and II for ζ1 and ζ2, respectively. It can be
seen from Fig. 9(b) that Pr[‖δrrU‖22 ≤ ζ21 ] = 0.62 ≥ 1− α and
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Fig. 5. Channel impulse response measured using the autocorrelation function of the CDMA shortcode for all 9 BTSs over 300 seconds in the environment near
Riverside, California, USA.

Fig. 6. (a) Carrier-to-noise ratios {C/N0n}9n=1 of all the cellular BTSs
measured by the rover in the experiment. The carrier-to-noise ratios measured
by the base were of similar values. (b) Measured and calculated delta ranges
to all the cellular BTSs from the rover in the experiment. Similarly, the base’s
measured delta ranges closely matched the calculated delta ranges.

TABLE II
EXPERIMENTAL RESULTS (kζT = 99 S)

from Fig. 9(c) that Pr[‖δrrU‖22 ≤ ζ22 ] = 0.88 ≥ 1− α, where α
was chosen to be 0.4 for both experiments. This demonstrates
that the proposed navigation strategy achieves the bounded-error
requirement. For comparison, a navigation solution referred to
as “No Test” trajectory was computed at the second time-step
instead of determining kζ from the proposed test. The RMSE of

Fig. 7. Experimental setup, the cellular BTS layout, and the true trajectory
(from the UAV’s on-board integrated navigation system) and estimated trajectory
(from the proposed CD-cellular framework for ζ =

√
2 m) of the navigating

UAV. The ground-truth trajectory is shown in white, the EKF trajectory estimate
in red, the B-WNLS solution in blue, and the P-WNLS solution in green. The
white curve coincides almost completely with the blue and green curves. Map
data: Google Earth.

the No Test trajectory was found to be 12.26 m, which is also
summarized in Table I and Table II.

It is important to note that the proposed CD-cellular frame-
work is designed to guarantee a positioning performance under
integer ambiguity errors only. However, when measurement
noise dominates and in the presence of unmodeled errors (e.g.,
multipath), the effect the integer ambiguity errors may have on
the positioning error becomes less significant. As a result, there is
a fundamental lower bound on the position error that is a function
of the unknown environment. This also implies that the proposed
framework performs well in a practical regime of the design
parameters α, β, ζ, and N . Nevertheless, the proposed method
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Fig. 8. Position error and associated ±3-σ bounds for ζ =
√
2 m.

Fig. 9. (a) Time history of λmin((P̄
kζ

N )−1) and the thresholds g(ζ1, p) and
g(ζ2, p). It can be seen that the tests are satisfied for kζ1T = 120 s and
kζ2T = 99 s, respectively. (b) Cdf of the position error for k ≥ kζ1 and
k ≥ 0, using the B-WNLS estimate for k < kζ1 . It can be empirically seen
that Pr

[∥∥δrrU

∥∥2

2
≤ ζ2

1

]
= 0.62 ≥ 1− α, whereα = 0.4. (c) Cdf of the position

error for k ≥ kζ2 and k ≥ 0, using the B-WNLS estimate for k < kζ2 . It can
be empirically seen that Pr

[∥∥δrrU

∥∥2

2
≤ ζ2

2

]
= 0.88 ≥ 1−α, where α = 0.4.

guarantees with a desired confidence level that the position
error due to integer ambiguity errors remains below a desired
threshold.

C. Discussion

The following are key takeaways and remarks from the
experimental results presented above. First, it is important to
note that the RMSEs were calculated with respect to the tra-
jectory returned by the UAVs’ on-board navigation system.
Although these systems use multiple sensors for navigation,
they are not equipped with high precision GPS receivers, e.g.,
RTK systems. Therefore, some errors are expected in what is
considered to be “true” trajectories taken from the on-board
sensors. The hovering horizontal precision of the UAVs are
reported to be 2 m. It is worth noting that ideally, one would
set the base to be stationary at an accurately surveyed posi-
tion. However, considering the nature and limitations of the
conducted experiment, the base was a hovering UAV. In such

case, if the base’s reported position from its GPS-INS system
exhibited a bias, such bias would get consumed into the inte-
ger ambiguity term (cf. (7)), which is subsequently estimated.
Note that the framework still achieved the desired performance
on the rover UAV, despite the use of a non-stationary base
UAV.

Second, the experiments showed that reliable navigation with
cellular signals is possible when the proper models are used
in an open semi-urban environment. The experiments lasted 4
minutes, indicating that the UAV could rely exclusively on cel-
lular carrier phase measurements for sustained submeter-level
accurate navigation. Note that the proposed framework does
not account for unmodeled errors, such as multipath or signal
blockage. Such errors could be partially mitigated (i) at the
receiver level [24], [66], (ii) via outlier rejection techniques [57],
[80], or (iii) included in the measurement model [59], [73], after
which the proposed framework must be adapted. It is expected
for the performance to degrade in the presence of such errors.
Extending the proposed framework to account for such errors
could be the subject of future work.

Third, not only the UAV can navigate at submeter-level accu-
racy in the absence of GPS signals, but it can do so with bounded
errors. This is inherent to the formulation of the CD-cellular
framework. Fig. 9(b) is clearly satisfying (11) for β = 0.99,
α = 0.4, and ζ =

√
2 m.

Fourth, throughout the experiments, the UAV and base re-
mained within the same BTS or eNB sectors. BTSs and eNBs
typically transmit in three different sectors, each of which cov-
ering 120 degrees. When crossing between sectors, the receiver
would need to perform a “handover,” which involves acquiring
and tracking the signal from the new sector [20]. The CD-cellular
framework is robust against the BTS sectors not being com-
pletely synchronized when the UAV and the base are listening
the same BTS sectors. However, errors in the measurements
may be introduced when the UAV and base are in different
sectors of a particular BTSs. One way to reduce the effect of the
errors introduced by crossing BTS sectors is to use the approach
proposed in [38].

Fifth, the distance between the base and rover varied from
272 m to 580 m throughout the experiment. The CD-cellular
measurement model in (7) does not require a minimum or
maximum separation between the base and navigating UAV.
However, the maximum separation is dependent on the signal
quality. It was shown in [44] that a cellular SOP receiver can
acquire and track a BTS signal reliably up to a distance of 6
km. As such, the base and the UAV must each be within 6
km of a BTS to form differential measurement to that partic-
ular BTS. Several bases could be deployed to cover a larger
area.

Sixth, in the CD-cellular framework formulation, the UAV-
mounted receiver’s clock bias is canceled by differencing mea-
surements. As such, the magnitude of the receiver’s clock bias
should not affect the position estimate. This implies that the
quality of the receiver’s clock should not affect the navigation
performance, as long as the receiver can maintain track of the
signals.
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Seventh, in order to assess the effect of altimeter errors on the
2–D navigation solution, a zero-mean, Gaussian measurement
noise error was simulated in Δzr,sn with a 100 m2 variance.
The 2–D position RMSE for all k for the experiment was 78.8
cm (increase of 8.32 cm) for ζ =

√
2 m. The degradation in the

2–D navigation solution is up to two orders of magnitudes less
than the altimeter errors.

Eighth, some of the position errors are due to vehicle dynam-
ics, mainly during turns. The dynamic stress on the receiver’s
tracking loops will induce carrier phase measurements error,
which in turn translate to position errors. The effects of dynamics
can be seen by comparing Fig. 6 and Fig. 8. One can see that
the error trend in Fig. 8 follows the variations due to turns in
the delta range shown in Fig. 6. Higher order loops or vector
tracking loops could be used in the cellular receiver to minimize
the effects of dynamics on the measurements.

Ninth, while the experimental results presented herein are not
extensive, they present solid evidence of the potential of the
proposed approach. Beside the submeter-level RMSE achieved,
it is evident from the ±3− σ bounds shown in Fig. 8, which
remain below 1 m in magnitude, that the position error is not
expected to grow over time if the navigating UAV traveled a
longer distance.

Tenth, it can be seen from Table I and Table II that not per-
forming the proposed test results in a jump in the position RMSE.
This indicates that a probabilistic bound can be guaranteed only
when the proposed test is satisfied.

V. CONCLUSION

This paper presented a framework for submeter-accurate UAV
horizontal navigation with cellular carrier phase measurements.
The proposed framework, called CD-cellular framework, relies
on a base receiver and a navigating receiver on-board a navi-
gating UAV, also known as rover. Both receivers make carrier
phase measurements to the same sectors of the same cellular
SOPs to produce the cellular carrier phase double difference
measurements, referred to as CD-cellular measurements. The
main strategy behind the CD-cellular framework is to navigate
in three stages. In the first stage, an EKF is employed to produce
a coarse estimate of the UAV’s position. In the second stage,
which is determined by a proposed test on the estimation error
covariance, the UAV fixes the integer ambiguities in a batch
solver. The proposed test guarantees that the position error of
the UAV will remain less than a pre-defined threshold with
a desired probability after the batch solution is calculated. In
the third stage, the UAV navigates with high precision with the
CD-cellular measurements and fixed integer ambiguities. The
proposed method is designed for environments with strong LOS
signal. Further analysis should be conducted to extend the pro-
posed approach to multipath environments. Experimental results
demonstrated not only that the proposed framework guarantees
a desired navigation performance, but it also showed a UAV nav-
igating in an open semi-urban environment and multipath-free,
LOS conditions with a 70.48 cm horizontal position RMSE over
a trajectory of 2.24 km with reference to the UAV’s navigation
solution from its onboard GPS-INS system.

APPENDIX A

PROOF THAT ONLY 2× 2 MATRICES ARE NEEDED TO BE
INVERTED TO COMPUTE (P̄

kζ

N )−1

From (20) and (32), one can readily see that(
P̄

kζ

N

)−1
=
[
λ2P

kζ

N +RU,B

] 1
2
(
P

kζ

N

)−1[
λ2P

kζ

N +RU,B

] 1
2

=

[
λ2I+

(
P

kζ

N

)−1
RU,B

]1
2
[
λ2I+RU,B

(
P

kζ

N

)−1]1
2

,

which shows that the calculation of (P̄
kζ

N )−1 entails know-
ing (P

kζ

N )−1. The estimation error covariance of the B-WNLS
P

kζ

B−WNLS is given by

P
kζ

B−WNLS =

[(
H̃kζ

)T (
R

kζ

U,B

)−1
H̃kζ

]−1
, (37)

where H̃kζ =[G̃kζλĪkζ], G̃kζ � diag[G̃(0), . . . , G̃(kζ)]. Note
that G̃(k) is evaluated at the EKF position estimate at k. Ex-
panding (37) and using matrix block inversion, (Pkζ

N )−1 may be
expressed as

(
P

kζ

N

)−1
= λ2

kζ∑
κ=0

[
R−1U,B(κ)−R−1U,B(κ)G̃(κ)

·
[
G̃T(κ)R−1U,B(κ)G̃(κ)

]−1
G̃T(κ)R−1U,B(κ)

]
.

(38)

The calculation of R−1U,B(κ) is straightforward from the struc-
ture of RU,B(κ) in (10) and the Sherman-Morrison formula,
which is given by

R−1U,B(κ) =
[
R(1)(κ)

]−1

−
[
R(1)(κ)

]−1
1N−11T

N−1
[
R(1)(κ)

]−1
1[

σ
(U,B)
1 (κ)

]2 + 1T
N−1

[
R(1)(κ)

]−1
1N−1

.

(39)

Recall that R(1)(κ) is a diagonal matrix and its inverse can
be trivially obtained. Consequently, calculating (P

kζ

N )−1 and
subsequently (P̄

kζ

N )−1 requires inverting only the matrices
{G̃T(κ)R−1U,B(κ)G̃(κ)}kζ

κ=0, each of which is a 2× 2 matrix.
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LEO GNSS

ENTER LEO
on the GNSS Stage
Navigation with Starlink Satellites
We are witnessing a space renaissance. Tens of thousands of broadband low 
Earth orbit (LEO) satellites are expected to be launched by the end of this 
decade. These planned megaconstellations of LEO satellites along with existing 
constellations will shower the Earth with a plethora of signals of opportunity, 
diverse in frequency and direction. These signals could be exploited for navigation 
in the inevitable event that GNSS signals become unavailable (e.g., in deep 
urban canyons, under dense foliage, during unintentional interference, and 
intentional jamming) or untrustworthy (e.g., under malicious spoofi ng 
attacks). 

The ambitious and glori! ed image 
of an Earth connected through 
a web woven from low-Earth 

orbit (LEO) satellites is taking the world 
by storm, promising high-resolution 
images; remote sensing; and global, 
high-availability, high-bandwidth and 
low-latency Internet. Many corpora-
tions, such as Orbcomm, Globalstar, and 
Iridium, made haste in securing their 
position in space as LEO constellations 
were born. With the recent develop-
ments in satellite technology, reduction 
in launch costs and commercialization 
of LEO megaconstellations, LEO satel-
lites’ popularity is soaring. Major tech-
nology giants such as SpaceX, Amazon
and OneWeb rush to enter this ! eld by 
launching and scheduling the launch of 
thousands of satellites for Internet con-
nectivity and communication purposes.

" e promise of utilizing LEO satel-
lites for navigation has been the subject 
of recent studies [1]–[4]. (The online 
version of this article contains an exten-
sive reference list, omitted here for space 
reasons.)

While some studies call for tailoring 
the transmission protocol to support 
navigation capabilities [5], other studies 
propose to exploit the transmitted signals 

FIGURE 1 Some existing 
and future LEO satellite 
constellations.
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FIGURE 2 Heat map showing the number of currently visible
Starlink LEO satellites above a 5-degree elevation mask.

FIGURE 3 Heat map showing the number of future visible Starlink LEO
satellites above a 5-degree elevation mask.

FIGURE 4 Heat map showing PDOP for the current Starlink LEO 
constellation above a 5-degree elevation mask.

FIGURE 5 Heat map showing PDOP for the future Starlink LEO
constellation above a 5-degree elevation mask.

for navigation in an opportunistic fashion [6]. !e former stud-
ies allow for simpler receiver architectures and navigation algo-
rithms. However, they require signi"cant investment in satellite 
infrastructure and spectrum allocation, the cost of which private 
companies; such as OneWeb, SpaceX, Amazon, among others; 
which are planning to aggregately launch tens of thousands of sat-
ellites into LEO (see Figure 1 and Table 1) may not be willing to pay. 

Moreover, if the aforementioned companies agree to that 
additional cost, there will be no guarantees that they would not 
charge for “extra navigation services.” As such, exploiting LEO 
satellite signals opportunistically for navigation becomes the 
more viable approach. !is article studies opportunistic navi-
gation with the Starlink megaconstellation of LEO satellites.

To address the limitations and vulnerabilities of GNSS, 
opportunistic navigation has received signi"cant attention over 
the past decade or so. Opportunistic navigation is a paradigm 
that relies on exploiting ambient radio signal of opportunity 
(SOPs) for positioning and timing [7]. Besides LEO satellite sig-
nals, other SOPs include AM/FM radio, digital television, WiFi, 
and cellular, with the latter showing the promise of a submeter-
accurate navigation on unmanned aerial vehicles (UAVs) [8] and 
meter-level navigation on ground vehicles [9],[10].

LEO satellites possess desirable attributes for navigation. 
First, LEO satellites are around twenty times closer to Earth 
compared to GNSS satellites that reside in medium-Earth orbit 
(MEO), making LEO satellites’ received signals signi"cantly 
more powerful than GNSS (more than 30 dB). Second, LEO 
satellites orbit the Earth at much faster rates compared to 
GNSS satellites, making LEO satellites’ Doppler measurements 
attractive to exploit. 

!ird, LEO megaconstellations will shower Earth with sig-
nals diverse in frequency, improving robustness to interference 
and cyberattacks. Fourth, LEO satellites will provide virtually 
a blanket cover around the globe, yielding low geometric dilu-
tion of precision (GDOP), which in turn gives more precise 
position estimates. !ese are not ungrounded promises. As of 
mid-2021, SpaceX has launched over 1,600 Starlink satellites 
into LEO, with the total being projected to be up to 42,000 
satellites, 12,000 of which are already approved by the Federal 
Communications Commission (FCC).

Figure 2 and Figure 3 show a heat map of the number of cur-
rently visible versus future Starlink LEO satellites, respectively, 

Constellation Number of Satellites Frequency Band

Orbcomm 36 VHF

Globalstar 48 S and C

Iridium 66 L and Ka

OneWeb 882 Ku and Ka

Boeing 147 V and Ka

Starlink (SpaceX) 11,943 Ku, Ka and V

Kuiper (Amazon) 3,236 Ku and Ka

TABLE 1 Existing and future LEO constellations: 
number of satellite and transmission bands.



44 InsideGNSS N O V E M B E R / D E C E M B E R  2 0 2 1 www.insidegnss.com

above an elevation mask of 5 degrees. 
Figure 4 and Figure 5 present heat maps 
of the position dilution of precision 
(PDOP) for the current versus future 
Starlink constellation, respectively.

However, there is no such thing as a free 
lunch. A multitude of challenges must be 
addressed to be able to exploit LEO satel-
lite signals in an opportunistic fashion.

First, since LEO satellites are not 
designed for navigation purposes, they 
do not necessarily transmit their satel-
lites’ ephemerides, and in occasions that 
they do, we might not have access to such 
data as non-subscribers. ! e position and 
velocity of a satellite can be parametrized 
by its Keplerian elements. These ele-
ments, along with some other informa-
tion about a satellite’s states, can be found 
in two-line element (TLE) " les, which are 
tracked and publicly published on a daily 
basis by the North American Aerospace 
Defense Command (NORAD) [11]. 
However, utilizing these elements in 
determining the satellites’ orbits intro-
duces errors on the order of kilometers, 
as these elements are dynamic and devi-
ate due to several sources of perturb-
ing forces, which include atmospheric 

drag, the Earth’s oblateness causing a 
non-uniform gravitational field, solar 
radiation pressure, and other sources of 
gravitational forces (e.g., the Sun and the 
Moon) [12]. Furthermore, with Starlink 
satellites orbiting at very low altitudes, 
the e# ect of these forces is ampli" ed.

Second, unlike GNSS satellites, LEO 
satellites are not necessarily equipped 
with atomic clocks, nor they are as tight-
ly synchronized. ! e stability of LEO 
satellites’ clocks and their synchronic-
ity are unknown. In contrast to GNSS, 
where the satelites’ clock errors are 
periodically transmitted to the receiver 
in the navigation message, such infor-
mation is unavailable to the receiver.

Finally, LEO satellites are owned 
and operated by private entities, which 
adopt proprietary transmission proto-
cols; making their signals “mysterious” 
for non-subscribers. As such, to exploit 
these signals, we need to build special-
ized receivers that are capable of extract-
ing navigation observables.

Navigation with Starlink Satellites
Here, we present two approaches to 
exploit unknown Starlink signals for 

navigation. The first approach relies 
on the single or multiple carrier sig-
nals transmitted by Starlink satellites. 
An adaptive Kalman " lter (KF)-based 
phase-locked loop (PLL) algorithm is 
used in the first approach to extract 
carrier phase observables from received 
satellite signals. In the second approach, 
Starlink signals are acquired and tracked 
without assuming any prior knowledge 
on the signal. ! is approach considers 
a more generic model for the transmit-
ted synchronization signals to provide 
Dopplernavigation observables.

Extracting Carrier-Phase Observables. 
(Approach 1) A look at the magnitude of 
the fast Fourier transform (FFT) of the 
Starlink downlink signal at 11.325 GHz 
carrier frequency and sampling rate of 
2.5 MHz shows nine peaks (Figure 6a). 
Figure 6b demonstrates the Waterfall 
plot of the FFT over an 80-second 
interval.

The peaks are uniformly separated 
by approximately 44 kHz and vary in 
amplitude over time. One approach to 
extract navigation observables from 
Starlink signals is to consider the peaks 
as carriers and develop a software-
de" ned radio (SDR) to acquire and track 
them to generate beat carrier phase mea-
surements. Since the receiver does not 
know the position of the tracked peak 
relative to the center frequency of the 
signal, a Doppler ambiguity is present, 
and it is accounted for in the navigation 
" lter used to generate the position solu-
tion. ! e continuous-time model of the 
beat carrier phase is a function of
•  the true range between the LEO 

satellite and the receiver,
•  the time-varying di# erence 

between the receiver’s and LEO 
satellite’s clock bias, and

•  the beat carrier frequency.
! e clock bias is assumed to have an 

initial value and a constant drift. An 
adaptive KF-based algorithm tracks the 
beat carrier phase. ! e KF-based track-
ing operates similarly to Costas loops, 
except that the loop filter is replaced 
with a KF, where the measurement 
noise variance is varied adaptively. More 
details are discussed in [13]. 

FIGURE 6 (a) the square of the magnitude of the signal’s FFT and (b) the Waterfall plot of the FFT 
over an 80-second interval.

LEO GNSS
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Estimating the Synchronization Signal. (Approach 2) In most 
communication systems, a periodic signal is transmitted 
for synchronization purposes, e.g., spreading codes in 3G 
code division multiple access (CDMA) and primary syn-
chronization signal (PSS) in 4G LTE and 5G. Unlike data, 
the synchronization signals are periodic. One can model 
the Starlink downlink signal as an unknown periodic 
signal. The detection of unknown periodic signals in the 
presence of noise and interference falls into the paradigm 
of matched subspace detectors, which has been studied in 
the detection literature.

! e second approach consists of two main stages: acquisi-
tion and tracking. In the acquisition stage, an estimate of 
the parameters of the synchronization signal and its period, 
denoted by L, along with an initial estimate of the Doppler 
frequency fD is produced. ! e acquisition stage is modeled as a 
binary hypothesis testing problem as:

Solving the detection problem produces a likelihood 
function which involves a two-dimensional search over the 

FIGURE 7 The likelihood function versus Doppler frequency and the 
period at Starlink downlink carrier frequency of 11.325 GHz. 

FIGURE 8 Estimated Doppler frequencies and Doppler rates of six 
Starlink space vehicles (SVs).
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Doppler frequency and period. Figure 7
demonstrates the likelihood in terms of 
Doppler frequency and the period for 
Starlink downlink signals in the acqui-
sition stage.

After producing these initial esti-
mates in the acquisition stage, the esti-
mated Doppler frequency is tracked 

LEO GNSS

using a Doppler tracking algorithm. To 
capture the high dynamics of Starlink 
LEO satellites, a linear chirp model is 
considered. More precisely, it is assumed 
that during the coherent processing 
interval (CPI), the Doppler is a linear 
function of time. An FFT-based chirp 
parameter tracking is used to track the 

FIGURE 9 Breakdown of the position error of three Starlink satellites 
in the Radial, In-track, and Cross-track frame.

FIGURE 10 Hardware set-up.

chirp parameters which are the Doppler 
frequency and Doppler rate. Figure 
8 demonstrates the tracked Doppler 
frequencies and Doppler rates of six 
Starlink satellites transmitting at 11.325 
GHz versus those predicted from TLE 
! les. " e estimated Doppler frequencies
have a constant bias compared to those
predicted from TLE. " is bias is pres-
ent because the exact carrier frequency
of the transmitted signals is unknown.
" is constant bias is estimated in the
navigation ! lter. More details are dis-
cussed in [14].

Starlink LEO Ephemerides Error
One source of error to consider when 
navigating with LEO satellite signals 
arises from imperfect knowledge of 
the LEO satellites’ ephemerides. " is is 
due to time-varying Keplerian elements 
caused by several perturbing accel-
erations acting on the satellite. Mean 
Keplerian elements and perturbing 
acceleration parameters are contained 
in publicly available TLE ! les. " e infor-
mation in these ! les may be used to ini-
tialize simpli! ed general perturbations 
(SGP) models, which propagate LEO 
satellite’s orbit. SGP propagators (e.g., 
SGP4 [15]) are optimized for speed by 
replacing complicated perturbing accel-
eration models that require numerical 
integrations with analytical expressions 
to propagate a satellite posi-tion from an 
epoch time to a speci! ed future time. 

The tradeoff is in satellite position 
accuracy: the SGP4 propagator has 
around 3 km in position error at epoch 
and the propagated orbit will continue 
to deviate from the true one until the 
TLE ! les are updated the following day. 
Figure 9 shows the breakdown of the 
position error of three Starlink satellites 
in the radial, along-track and cross-
track frame. " e errors are generated 
by propagating Starlink satellites using 
SGP4 and comparing to a “ground 
truth,” generated by the High Precision 
Orbit Propagator (HPOP), which was 
initialized using the state vector pub-
lished by Starlink. Figure 9 shows that 
most of the error reside along the track. 
More details are discussed in [16],[17].
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Positioning with Starlink Carrier Phase 
and Doppler Measurements
! is section presents the " rst stationary
positioning results with Starlink signals.
A National Instruments (NI) universal
so# ware radio peripheral (USRP) 2945R
was equipped with two consumer-grade
antennas and low-noise block (LNB)
downconverters to receive Starlink
signals in the Ku-band from two di$ er-
ent angles. An octo-clock was used to
synchronize the USRP clocks and the
downconverters. ! e sampling rate was
set to 2.5 MHz and the carrier frequency
was set to 11.325 GHz, which is one of
the Starlink downlink frequencies.
Figure 10 shows the hardware setup.

FIGURE 11 (a) Skyplot showing the trajectory of the six Starlink satellites over a 600 s period.
(b) Environment layout and positioning results for approach 1.

Approach 1 Approach 2

3-D position error 33.5 m 22.9 m

2-D position error 7.7 m 10 m

TABLE 2 Experimental results with 6 Starlink LEO satellites for a stationary receiver.

A weighted nonlinear least-squares 
(WNLS) estimator was used to 
estimate the receiver’s position using 
the six detected Starlink satellites. To 
account for ephemeris errors, the 
TLE epoch time for each Starlink 
satellite was shi f ted in time to 
minimize the error residuals.

T h e receiver’s position was initial- 
ized as the centroid of all Starlink sat- 
ellite positions, projected onto the 
surface of the Earth, yielding an initial 
position error of 179 km. T h e clock 
biases and dri f t s were initialized to 
zero.

T h e  environment  layout  and  the

its Doppler measurements to Starlink 
satellites from Doppler measurements 
to the same satellites made by a base  
receiver with known position. This 
leads to fewer unknown terms that 
need to be estimated and to reducing 
the effect of common mode errors. 
More details are dis-cussed in [18].

Experimental Results with Starlink 
Differential Doppler Measurements
This section presents experimental res- 
ults  of   positioning   with  differential 
Doppler  measurements  from Starlink 
LEO satellites.

A stationary scenario is considered in 
which the base was equipped with an 
Ettus E312 USRP with a consumer-
grade antenna and LNB downconverter 
to receive Starlink signals in the Ku-
band, and the rover was equipped with 
USRP 2974 with the same 
downconverter. The Octoclocks were 
used to synchronize between the 
USRPs' clocks and the downconverters 
at the base and at the rover. The 
sampling rate was set to 2.5 MHz, and 
the carrier frequency was set to 11.325 
GHz. Over the course of the 
experiment, the receivers  on-board the 

base and the rover were listening to 3 
Starlink satellites: 44740, 48295, and 
47728. The satellites were visible for 320 
seconds. Figure 12 shows the 
likelihood as a function of the Doppler 
frequency and period of Starlink 
downlink signals. The CPI was set to be 
200 times the period. It can be seen that 
three Starlink LEO satellites were 
detected in the acquisition stage. Figure 
13 shows the measured differential 
Doppler for the three satellites. The 
spike in the estimated differential 
Doppler is due to channel outage and 
burst error, which is common in satellite 
communications. The distance 
between the base and the rover was 
1.004 km. The rover's initial estimate 
was approximately 200 km away 
from its true position. Upon 
employing the differential Doppler 
positioning framework, the 3–D 
position error was found to be 33.4 
m, while the 2–D position error was 
5.6 m. Figure 14 shows the 
positions of the base and the 
rover as well as the rover’s 
initial estimate and its final 3–D 
and 2–D estimates.

posi-tioning results are shown in 
Figure 11 and Table 2, respectively. 
The 3–D position error was found to 
be 33.5 m and 22.9 m for Approach 1 
and 2, respective-ly. Upon equipping 
the receiver with an altimeter (to 
know its attitude) the 2–D position 
error was reduced to 7.7 m and 10 m 
for Approach 1 and Approach 2, 
respectively. More details are 
discussed in [13],[14].

Differential  Doppler  Positioning
A common approach to compensate 
for ephemeris errors, ionospheric and 
troposheric delays, clock errors, and 
other common mode errors is to 
employ a differential framework, 
composed of a base and a rover. In 
differential Doppler positioning, the 
rover estimates its states by subtracting
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FIGURE 12 (a) Trajectories of the three Starlink satellites used in the diff erential Doppler 
positioning experiment. (b)-(d) Acquisition of the three Starlink satellites’ signals.

FIGURE 13 Doppler diff erence between the base and rover as measured by their respective 
receivers versus TLE-based calculations.

Simultaneous LEO Satellite Tracking and Ground Vehicle Navigation
Whether navigating on water, over land, or in air, most vehicles traditionally rely 
on a GNSS-aided inertial navigation system (INS). This GNSS/INS integration—
which can be loose, tight, or deep—provides a navigation solution that benefits 
from both the short-term accuracy of the INS and the long-term stability of 
GNSS [19]. LEO satellites’ signals could be opportunistically exploited as an INS-
aiding source, thus serving as a complement or even an alternative to GNSS 
signals.
GNSS satellites are equipped with highly stable atomic clocks, are synchronized 
across the network, and they transmit their ephemeris data and clock errors to 
the user in their navigation message. In contrast, LEO satellites are not designed

for navigation purposes. As such, their 
on-board clocks are not necessarily of 
atomic standards nor as tightly 
synchronized. Moreover, LEO satellites 
typically do not openly transmit their 
ephemeris and clock error data in their 
proprietary signals.
To remedy these challenges, the 
simultaneous tracking and navigation 
(STAN) framework was proposed, in 
which the navigating vehicle's states are 
simultaneously estimated with the 
states of the LEO satellites [2],[20]. 
STAN employs a filter, e.g., an extended 
Kalman filter (EKF), to aid the vehicle's 
INS with navigation observables (e.g., 
carrier phase and Doppler), extracted 
from LEO satellites' signals in a tightly 
coupled fashion.

Figure 15 shows a block diagram of 
the STAN framework. The vehicle's 
state vector xv, estimated in the STAN 
framework, is the vehicle’s body frame 
orientation with respect to the Earth-
centered Earth-fixed (ECEF) reference 
frame, the vehicle's 3-D position and 
velocity in ECEF, and the gyroscope 
and accelerometer biases, namely

(5)

The   m-th   LEO  satellite's  state  vector
xLEOm consists of its 3-D position and 
velocity, expressed in the Earth-centered 
inertial (ECI) reference frame and the 
relative clock bias and clock drift 
between the receiver and the LEO 
satellite, i.e.,

(6)

The state vector estimated in the STAN 
EKF is formed by augmenting the 
vehicles’ states with each LEO satellite’s 
states, i.e.,

(7)

Experimental Results: Ground Vehicle 
Navigation with Starlink and 
Orbcomm LEO Satellites
This section presents simulation results
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FIGURE 14 (a) Rover position initial estimate, (b) Base and rover true 
locations, and (c) True and estimated positions of the rover.
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FIGURE 15 STAN framework block diagram.

demonstrating the performance of ground vehicle 
navigation with 3 Starlink and 2 Orbcomm LEO satellites 
via the STAN framework. The vehicle was driven along the 
CA-55 freeway in California, USA, for 4.15 km in 150 
seconds. The vehicle was equipped with a Septentrio 
AsteRx-I V integrated GNSS-INS system, a VectorNav 
VN-100 microelectro-mechanical systems (MEMS) tactical-
grade inertial measurement unit (IMU), two LNBs 
connected to a USRP-2974 to sample Starlink satellites 
signals at 11.325 GHz, and a VHF antenna connected to an 
Ettus E312 USRP to sample Orbcomm signals at 137-138 
MHz, as shown in Figure 16.
   During the first 80 seconds, GNSS signals available, but 
they were fictitiously cut off for the last 70 seconds of the 
experiment, during which the vehicle traveled for 1.82 km. 
The GNSS-INS navigation solution drifted to a 3-D position 
root mean squared error (RMSE) of 118.5 m from the actual 
trajectory, while the STAN LEO- aided INS yielded a 3-D 
position RMSE of 21.6 m.
Figure 17 illustrates the true and estimated trajectories and  
Table 3 summarizes the navigation results.



50 InsideGNSS N O V E M B E R / D E C E M B E R  2 0 2 1 www.insidegnss.com

LEO GNSS

FIGURE 17 Experimental results of a ground vehicle traveling 4.15 km in 150 seconds where the 
last 70 seconds are in an emulated GNSS-denied environment.

FIGURE 16 Hardware setup for the ground vehicle experiment.

GNSS-INS STAN: 
LEO-INS

RMSE [m] 118.5 21.6 

Final Error [m] 472.7 53.6 

TABLE 3 Experimental results: ground 
vehicle navigating with 3 Starlink and 2 
Orbcomm LEO satellites over a 1.82 km 
trajectory without GNSS, traversed in 70 s.

GNSS-INS STAN: 
LEO-INS 

RMSE [m] 2,713 13.75 

Final Error [m] 5,554 28.49 

TABLE 4 Simulation results: UAV navigating 
with 74 Starlink satellites over a 12.28 km 
trajectory without GNSS, traversed in 240 s.

The trajectory consisted of a 
straight climbing segment, followed by 
a figure-eight pattern, and then a 
final descent into a straight 
segment. The UAV, initially at 1 km 
altitude, climbed to an altitude of 
1.5 km, where it began executing 
rolling and yawing maneuvers before 
descending back down to 1 km in the 
straight segment. The Starlink 
satellite states were initialized using 
TLE files and the trajectories of 
the 74 Starlink LEO satellites used to 
navigate the UAV are shown in 
Figure 18 (the trajectories are 
colored in red when the satellites are 
outside the 20° elevation mask and in 
green when they are visible to the 
UAV). GNSS was available for the 
first 60 s of the flight and STAN with 
Starlink satellites was performed 
without GNSS for the last 240 s of the 
trajectory. Figure 18 illustrates the 
simulation results and Table 4 
summarizes the navigation results.

Simulation Results: A Glimpse to the Future 
This section presents simulation results 
demonstrating the achievable opportu-
nistic navigation performance with the 
future Starlink megasconstellation upon 
launching its 12,000 LEO satellites that 
are approved by the FCC. A fixed-wing 
UAV was equipped with a tactical-grade 
IMU, an oven-controlled crystal oscil-
lator (OCXO), and GNSS and Starlink 
LEO receivers. The Starlink receiver 
produced Doppler measurements to 
visible Starlink satellites. The Starlink 
satellites were equipped with chip-scale 
atomic clocks (CSACs). The Doppler 
measurement noise variances ranged 
between 500–1,500 Hz2, which were 
varied based on predicted carrier-to-
noise ratio, as calculated based on  
satellites’ elevation angle. The simulated 
UAV compares in performance to a 
small private plane with a cruise speed of 
roughly 50 m/s. The UAV flew over 
Irvine, California, USA for a 300-second 
trajectory covering 15.43 km. 
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Ephemeris Tracking and Error Propagation Analysis
of LEO Satellites with Application

to Opportunistic Navigation
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Abstract—A comprehensive study is performed for low Earth
orbit (LEO) space vehicles (SVs) tracking by a receiver oppor-
tunistically extracting navigation observables from their down-
link radio frequency signals. First, a framework to characterize
the LEO SVs’ orbital motion process noise covariance is devel-
oped. Second, the tracking performance via an extended Kalman
filter (EKF) is analyzed via comprehensive Monte Carlo simula-
tions for three different sets of observables: (i) pseudorange, (ii)
Doppler, and (iii) fused pseudorange and Doppler measurements.
Third, experimental results are presented demonstrating the
efficacy of the opportunistic tracking framework in refining the
ephemeris of a LEO SV from two-line element (TLE) files. The
initial position and velocity errors of over 7.1 km and 7.3 m/s,
respectively, of an Orbcomm LEO SV were reduced to 698.7 m
and 1.8 m/s, respectively, in just over 6 minutes of tracking with
carrier phase navigation observables, extracted opportunistically.
Fourth, the error propagation from the LEO SV’s state space
to the measurement space and from the measurement space to
the receiver’s state space is analyzed in the context of stationary
receiver localization. Bounds on the magnitude of pseudorange
and Doppler residuals are first derived, and the magnitude of the
receiver’s estimation error is then characterized as a function of
errors in the LEO SV’s state space. Fifth, experimental results are
presented of a stationary receiver tracking an Orbcomm LEO SV
by fusing carrier phase observables via an EKF. The tracked LEO
ephemeris is then used to localize another stationary receiver,
showing a reduction in the receiver’s initial horizontal error from
13,476 m to 343 m after just over 6 minutes. In contrast, it is
shown that if the SGP4-propagated ephemeris was used in the
EKF to localize the receiver, the error is reduced to 6,852 m, but
the filter becomes inconsistent.

Index Terms—LEO satellites, ephemeris tracking, pseudor-
ange, Doppler, error propagation, opportunistic navigation.

I. INTRODUCTION

As of January 2022, over 4,000 space vehicles (SVs) were
orbiting Earth at altitudes between 160 and 1,000 km [1]. This
orbital altitude range is referred to as low Earth orbit (LEO) [2]
and is the zone where the next space race is currently booming
[3], fueled by broadband Internet megaconstellations (e.g.,
Starlink, Project Kuiper, among others). Currently, SpaceX
leads this race with over 2,500 Starlink SVs already launched,
of which more than 2,200 are operational [4]. Furthermore,
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SpaceX is already approved by the Federal Communications
Commission (FCC) to launch over 12,000 SVs and has filed to
increase the number of SVs of their Starlink megaconstellation
to over 42,000 [5].

This space race, however, can have dire consequences on
the sustainability and integrity of space as a shared environ-
ment for humanity [6]. With many SVs and space debris
already in orbit, a domino effect of space junk generation
is likely to happen. This scenario is known as the Kessler
Syndrome [7] and is named after the NASA astrophysicist
who hypothesized it in 1978. The Kessler Syndrome states that
any collision between space objects would generate numerous
pieces of space debris that in turn can cause further collisions,
thus creating a cascading effect of increasing space debris
orbiting Earth. This exponential self-sustaining growth in
space junk would pollute space enough that it would render
this environment unsustainable for humanity. Space collisions
have already happened, the most notable of which being the
Iridium 33 – Cosmos 2251 collision that occured in 2009 [8].
The overpopulation of space, particularly in the LEO zone,
increases the likelihood of such collisions that would fuel and
intensify the effect of the Kessler Syndrome [9].

To prevent such a catastrophe, the field of space situational
awareness (SSA) was born [10], [11]. SSA aims at keeping
track of all SVs and space debris orbiting the Earth with the
goal of preventing collisions. The current state-of-the-art orbit
determination technologies for SSA rely on an array of large
telescopes, electro-optical surveillance systems, and radars
scattered around the globe as part of the Space Surveillance
Network (SSN). Operated by the Combined Space Operations
Center (CSpOC), the SSN keeps track of more than 23,000
objects in orbit for SSA purposes [12] using range, angle,
and optical measurements from radars, telescopes, and electro-
optical surveillance systems.

The LEO SVs’ ephemeris tracked by the SSN is, however,
not released to the public. The most accurate publicly available
source to calculate the ephemeris of LEO SVs are two-line
element (TLE) sets published online and updated periodically
by the North American Aerospace Defense Command (NO-
RAD) using SSN observations. TLE sets consist of a list
of mean orbital elements (inclination angle, right ascension
of ascending node, eccentricity, argument of perigee, mean
anomaly, and mean motion) and corrective terms given at a
specified time epoch [13] that a simplified general perturbation
model SGP4, can propagate to a desired inquiry time [14].
Although SGP4 takes into account the variation of the orbital
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elements due to Earth’s oblateness, atmospheric drag, and
various short and long-term perturbations, the TLE-propagated
satellite ephemerides suffer from error of a few km in position
and a few meters per second in velocity compared to the actual
satellite ephemerides.

Despite being launched for communication and broadband
Internet [15], LEO SVs present a remarkable potential for both
SSA and navigation [16]–[30]. On one hand, their signals can
be exploited to track LEO satellites, reducing the ephemeris
error by orders of magnitude from open-loop propagators
(e.g., SGP4) alleviating the need to install expensive radars,
telescopes, and electro-optical surveillance systems [31]–[33].
On the other hand, LEO SVs offer both geometric and spectral
diversities, which are desirable attributes for accurate and
resilient navigation, respectively. Moreover, LEO SVs are
around twenty times closer to Earth than GNSS SVs, which
reside in medium Earth orbit (MEO), making LEO signals
received with more than 30 dB higher power than their GNSS
counterparts [34].

However, there are two main challenges facing opportunistic
navigation using LEO SVs. First, their proprietary signals are
partially known or completely unknown. For the former case,
specialized receivers have been developed, which leverage
public knowledge about LEO SVs’ periodic signals [35]–
[39]. Even when LEO signals are unknown, cognitive signal
processing approaches [40] have been shown to yield useful
navigation observables [41], [42]. Second, unlike GNSS SVs,
LEO SVs generally do not openly transmit information about
their clock error states and ephemeris in their downlink
signals. To tackle this challenge, the simultaneous tracking
and navigation (STAN) framework was proposed, in which
the receiver estimates its own states simultaneously with the
states of the LEO SVs (position, velocity, and clock error)
[43]. To deal with the challenge of now knowing the stability
of LEO SVs’ clocks, an interacting multiple-model estimator
was developed in [44] to estimate online the clock error states
process noise covariance.

Concerning the uncertain LEO SVs’ ephemerides challenge,
SGP4 is the de facto propagator for the publicly available TLE
files [45]. However, the magnitude of the LEO SV position
error as calculated from the SGP4-propagated TLE ephemeris
can range from a few hundred meters to a few km, with most of
the error concentrated in the along-track axis of the LEO SV’s
motion (i.e., along the SV’s velocity vector). Beyond SGP4,
which is a low-fidelity analytical propagator that improves
computational efficiency at the cost of orbit determination ac-
curacy, semi-analytical and high-fidelity numerical propagators
[46] that perform costly numerical integration with complex
force models can achieve higher propagation accuracies [47]–
[52]. However, all numerical and semi-analytical propagators
require sufficient prior knowledge of various force model pa-
rameters (e.g., atmospheric drag, solar radiation pressure, etc.)
as well as an accurate initial estimate [53], [54], which are not
readily available. Additionally, erroneous model parameters or
initial estimates will cause these propagators to diverge due to
model mismatches. Recently, machine learning was explored
to tackle the orbit determination problem [31], [33], [55]–
[60]. Although showing great promise, these machine learning

approaches lack formal guarantees of performance.
This paper aims to study the tracking of LEO SVs by

a receiver opportunistically extracting navigation observables
(pseudorange, carrier phase, and/or Doppler) from its radio
frequency downlink signals to tackle the uncertain ephemeris
challenge. The goal of this study is twofold: (i) offer a
framework to track LEO SVs via their navigation observables
and (ii) enable LEO-based navigation by opportunistically
refining publicly available ephemeris information from TLE
files, without requiring accurate ephemeris not publicly avail-
able. Moreover, the effect of errors in the LEO SVs’ states
on the localization performance of a stationary receiver is
analyzed. The contributions of this paper are:

• A methodology to characterize the LEO SV’s orbital
motion process noise covariance is first presented. Then,
a realistic and comprehensive Monte Carlo (MC) sim-
ulation study is performed to assess opportunistic LEO
SV tracking performance against the open-loop SGP4-
propagation of TLEs for three different sets of ob-
servables: (i) pseudorange, (ii) Doppler, and (iii) fused
pseudorange and Doppler measurements. These simula-
tions extend [32] by performing MC simulations over
various SVs with different elevation profiles with respect
to the tracking receiver and with the SGP4 propagator
performance evaluated for all realizations.

• Bounds on the pseudorange and Doppler residuals are
derived as a function of LEO SV’s ephemeris errors and
clocks error states magnitude. Additionally, the magni-
tude of receiver state estimation error is characterized
as a function of the errors in the LEO SV’s states.
Subsequently, the error propagation from the LEO SV’s
state space to the measurement space and then to the
receiver’s state space is analyzed.

• Experimental results are presented demonstrating the
efficacy of the LEO SV tracking framework with a
refinement of the Orbcomm FM107 SV’s TLE-derived
ephemeris from initial position and velocity errors of over
7.1 km and 7.3 m/s down to final errors of 698.7 m and
1.8 m/s, respectively, in just over 6 minutes of tracking.
Furthermore, the derived bounds on measurement residu-
als and magnitude of receiver state estimation errors are
verified experimentally. The tracked LEO ephemeris is
then used to localize another stationary receiver, showing
a reduction in the receiver’s initial horizontal error from
13,476 m to 343 m. In contrast, it is shown that if the
SGP4-propagated ephemeris was used in the EKF to
localize the receiver, the error is reduced to 6,852 m,
but the filter becomes inconsistent.

The remainder of the paper is organized as follows. Section
II describes the LEO satellites’ orbital dynamics and measure-
ment models. Section III discusses the LEO satellite tracking
framework and showcases the MC simulation setup and re-
sults. Section IV presents derivations of error propagation from
the LEO satellites’ ephemeris to the measurements and from
the measurements to the estimated states. Section V provides
experimental results demonstrating the opportunistic tracking
of an Orbcomm satellite. Section VI gives concluding remarks.
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II. MODEL DESCRIPTION

This section describes the LEO satellite orbital dynamics
and measurement models used in the opportunistic tracking
framework.
A. LEO Satellite Dynamics

A two-body model including the most significant non-
zero mean perturbing acceleration is adopted as the LEO
satellite orbital dynamics model in the Earth-centered inertial
(ECI) reference frame. This model offers a trade-off between
accurate open-loop state prediction while maintaining a simple
analytical Jacobian for estimation error covariance propaga-
tion. The most significant perturbing accelerations for a LEO
satellite are due to Earth’s non-uniform gravity agrav. The
two-body model can be written generally as

r̈leo(t) = agrav(t) + w̃leo(t), agrav(t) =
∂U(t)

∂rleo(t)
, (1)

where rleo ≜ [xleo, yleo, zleo]
T is the position vector of

the LEO satellite in the ECI frame, U is the non-uniform
gravitational potential of Earth at the satellite, and w̃leo is a
process noise vector in the ECI frame with power spectral
density (PSD) Q̃leo, which attempts to capture the over-
all acceleration perturbations including the unmodeled non-
uniformity of Earth’s gravitational field, atmospheric drag,
solar radiation pressure, third-body gravitational forces (e.g.,
gravity of the Moon and Sun), and general relativity [61].

Several models have been developed for Earth’s gravita-
tional potential U . For a satellite requiring accuracies of a
few meters, the JGM-3 model developed by Goddard Space
Flight Center is usually sufficient [62]. Here, the tesseral and
sectoral terms of the JGM-3 model are neglected, since they
are several orders of magnitude smaller than the zonal terms
(denoted {Jn}∞n=2). This yields [63]

U =
µ

∥rleo∥

[
1−

N∑
n=2

Jn
Rn

e

∥rleo∥n
Pn [sin(φ)]

]
, (2)

where µ is Earth’s standard gravitational parameter, Pn is
a Legendre polynomial with harmonic n, Jn is the n-
th zonal coefficient, Re is the mean radius of the Earth,
sin(φ) = zleo/∥rleo∥ (i.e., φ being the LEO SV’s latitude),
and N = ∞. Since the acceleration due to the J2 coefficient
is approximately three orders of magnitude greater than the
acceleration due to the other zonal coefficients modeling
Earth’s oblateness, the perturbation due to non-uniform gravity
will be approximated by using only the term corresponding to
J2. Taking the partial derivative of (2) with respect to the
components of rleo with N ≡ 2 gives the components of
agrav ≜ [ẍgrav, ÿgrav, z̈grav]

T in the ECI frame as

ẍgrav = − µxleo

∥rleo∥3

[
1 + J2

3

2

(
Re

∥rleo∥

)2 (
1− 5

z2leo
∥rleo∥2

)]
,

ÿgrav = − µyleo
∥rleo∥3

[
1 + J2

3

2

(
Re

∥rleo∥

)2 (
1− 5

z2leo
∥rleo∥2

)]
,

z̈grav = − µzleo
∥rleo∥3

[
1 + J2

3

2

(
Re

∥rleo∥

)2 (
3− 5

z2leo
∥rleo∥2

)]
.

(3)

B. Clock Dynamics Model

The receiver’s and LEO SVs’ clock error state dynamics are
assumed to evolve in discrete-time according to [64]

xclk,i (k + 1) = Fclk xclk,i(k) +wclk,i(k), (4)

xclk,i ≜
[
cδti, cδ̇ti

]T
, Fclk =

[
1 T
0 1

]
,

where i = {r, leo}, δti is the clock bias, δ̇ti is the clock drift,
c is the speed of light, T is the constant sampling interval, and
wclk,i is the process noise, which is modeled as a discrete-time
white noise sequence with covariance

Qclk,i = c2 ·

[
Sw̃δti

T+Sw̃δ̇ti
T 3/3 Sw̃δ̇ti

T 2/2

Sw̃δ̇ti
T 2/2 Sw̃δ̇ti

T

]
, (5)

The terms Sw̃δti
and Sw̃δ̇ti

are the clock bias and drift
process noise PSDs, respectively, which can be related to the
power-law coefficients, {hαi

}2αi=−2, which have been shown
through laboratory experiments to characterize the power
spectral density of the fractional frequency deviation of an
oscillator from nominal frequency according to Sw̃δti

≈ h0,i

2

and Sw̃δ̇ti
≈ 2π2h−2,i [65]. The receiver’s and LEO SVs’

process noise covariances Qclk,r and Qclk,leo are calculated
from (5) using the PSDs associated with the receiver’s and
LEO SVs’ oscillator quality, respectively.

C. Pseudorange Measurement Model

A LEO receiver extracts pseudorange measurements ρ from
LEO SVs by estimating the time-of-arrival. The pseudorange
ρ from the LEO SV to the receiver at time-step k, which
represents discrete-time instant tk = kT + t0 for an initial
time t0, is modeled as

ρ(k) = ∥rr(k)− rleo(k
′)∥

2
+ c · [δtr(k)− δtleo(k

′)]

+ cδtiono(k) + cδttropo(k) + vρ(k), (6)

where k′ represents discrete-time at tk′ = kT + t0 − δtTOF,
with δtTOF being the true time-of-flight of the signal from the
LEO SV to the receiver; rr and rleo are the receiver’s and LEO
SV’s three-dimensional (3-D) position vectors expressed in the
same reference frame, respectively; c is the speed of light; δtr
and δtleo are the receiver’s and LEO SV transmitter’s clock
biases, respectively; δtiono and δttropo are the ionospheric and
tropospheric delays affecting the LEO SV’s signal, respec-
tively; and vρ(k) is the pseudorange measurement noise, which
is modeled as a zero-mean white Gaussian random sequence
with variance σ2

ρ(k).

D. Doppler Measurement Model

A LEO receiver extracts Doppler frequency measurements
fD from LEO satellites by subtracting the nominal carrier
frequency from the received signal frequency. A pseudorange
rate measurement ρ̇ can be obtained from

ρ̇(t) = − c

fc
fD(t), (7)

where fc is the carrier frequency.

3
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The pseudorange rate measurement ρ̇ from the LEO SV to
the receiver at time-step k can be modeled as

ρ̇(k) = [ṙr(k)− ṙleo(k
′)]

T [rr(k)− rleol(k
′)]

∥rr(k)− rleo(k′)∥2

+

c ·
[
δ̇tr(k)− δ̇tleo(k

′)
]
+ cδ̇tiono(k) + cδ̇ttropo(k) + vρ̇(k),

(8)

where ṙr and ṙleo are the receiver’s and LEO SV’s 3-
D velocity vectors expressed in the same reference frame,
respectively; δ̇tr and δ̇tleo are the receiver’s and LEO SV’s
transmitter clock drifts, respectively; δ̇tiono and δ̇ttropo are
the ionospheric and tropospheric delay rates affecting the LEO
SV’s signal, respectively; and vρ̇(k) is the pseudorange rate
measurement noise, which is modeled as a zero-mean white
Gaussian random sequence with variance σ2

ρ̇(k).

E. Carrier Phase Measurement Model

The continuous-time carrier phase observable can be ob-
tained by integrating the Doppler measurement over time [66].
The carrier phase measurement ϕ (expressed in meters) made
by the receiver on the LEO SV at time-step k can be modeled
in discrete-time as

ϕ(k) = ∥rr(k)− rleo(k
′)∥

2
+ c · [δtr(k)− δtleo(k

′)] + λN

+ cδtiono(k) + cδttropo(k) + vϕ(k), (9)

where λ is the wavelength of the carrier signal transmitted by
the LEO SV, N is the carrier phase ambiguity of the LEO
SV carrier phase measurement, and vϕ(k) is the measurement
noise, which is modeled as a zero-mean white Gaussian
random sequence with variance σ2

ϕ(k).

III. OPPORTUNISTIC LEO SATELLITE TRACKING

This section formulates the LEO SV tracking framework
and presents simulation results comparing the tracking perfor-
mance with pseudorange, Doppler, and fused pseudorange and
Doppler versus SGP4’s open-loop propagation.

A. Tracking Filter Formulation

An extended Kalman filter (EKF) is implemented to perform
the tracking of LEO SVs by a receiver opportunistically
extracting navigation observables from the satellite’s downlink
signals. The state vector estimated by the EKF is defined as

x ≜
[
xT
leo,x

T
clk

]T
, xleo ≜

[
rTleo, ṙ

T
leo

]
,

xclk ≜
[
c · (δtr−δtleo) , c ·

(
δ̇tr−δ̇tleo

)]T
,

where rleo and ṙleo are the LEO SV’s 3-D position and veloc-
ity vectors, expressed in the ECI reference frame, respectively.

The propagation of the LEO SV’s position rleo and velocity
ṙleo is performed by numerical integration of the orbital
dynamics equations of motion in (3) during the prediction step
of the EKF.

B. LEO Orbital Motion Process Noise Characterization

Since the process noise covariance matrix Qrṙleo
of the

LEO SV’s orbital motion (position and velocity states) not
only affects the uncertainty propagation, but also the states’
estimates in the tracking filter, it is critical to accurately
characterize Qrṙleo

. To this end, the following general MC-
based methodology is adopted.

1) A NORAD-generated publicly available TLE reference
file is selected for a LEO SV. The reference TLE epoch
as well as the six mean Keplerian elements and correc-
tive terms given at this TLE epoch fully define the orbit
of the Orbcomm SV. This reference TLE is propagated
for a duration of K seconds spanning just over one
orbital period (e.g., K = 6, 000 for Orbcomm), with
a time-step of one second using the SGP4 propagator.
The predicted SV position and velocity are saved in
xrṙ,ref(k), k = 1, 2, . . . ,K + 1.

2) N MC realizations are generated by drawing samples
from a Gaussian distribution centered at the reference
TLE mean Keplerian elements. For each of these N
realizations, a TLE file is generated with the same epoch
and corrective terms as the reference TLE but with the
randomized mean Keplerian elements.

3) Each of the N randomized TLE realizations of the
reference TLE are propagated for K seconds with a
time-step of one second using the SGP4 propagator
and the predicted SV position and velocity xrṙ,j(k) are
stored at each time-step k for each realization j, where
k = 1, 2, . . . ,K + 1 and j = 1, 2, . . . , N .

4) For each realization j, the value of the process noise
wrṙ,j is calculated at each time-step k = 1, . . . ,K
according to wrṙ,j(k) = xrṙ,j(k+1)− frṙ [xrṙ,j(k)],
where frṙ is the nonlinear dynamics model used in the
filter’s prediction step to propagate the SV’s position and
velocity states. In this article, frṙ is specifically taken
to be such that frṙ(r) = ṙ and frṙ(ṙ) = r̈, where
r̈ are described by the two-body with J2 perturbations
equations of motion in (3).

5) The empirical covariance Qrṙ,emp of the process
noise is computed at each time-step k by averaging
wrṙ,j(k)w

T
rṙ,j(k) across MC realizations according

to Qrṙ,emp(k) = 1
N

∑N
j=1 wrṙ,j(k)w

T
rṙ,j(k), k =

1, . . . ,K.
Since both the SGP4 propagation xrṙ,j(k + 1) and the

filter’s prediction frṙ [xrṙ,j(k)] are performed in the ECI
reference frame, the process noise vectors wrṙ,j(k) are also
expressed in the ECI frame. As a result, Qrṙ,emp(k) will
be the empirical process noise covariance at each time-step
expressed in the ECI frame.

To provide an intuitive interpretation of the effect of the
process noise on the LEO SV’s motion, the rotation matrix
Ro

i from the ECI frame, denoted {i}, to the SV’s Radial-
Transverve-Normal (RTN) frame, denoted {o} for orbital
frame, where the transverse and normal axes correspond to
along-track and cross-track directions, respectively, is com-
puted at each time-step k. The empirical process noise co-
variance determined by the MC analysis described above

4
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iQrṙ,emp(k) is then rotated to form oQrṙ,emp(k), k =
1, 2, . . . ,K.

In addition, oQrṙ,emp is more invariant than iQrṙ,emp since
in the SV’s RTN frame, the SV’s motion is constrained to
be in the along-track – radial plane (orbital plane) with the
velocity in the along-track direction and with no motion in the
cross-track direction; whereas in the ECI frame, the LEO SV’s
motion has generally components in all directions which are
time-varying as the SV orbits Earth. Moreover, the invariance
brought by the expression of the process noise covariance
matrix in the SV’s RTN frame allows for a generalization
of oQrṙ,emp to all LEO SVs, which have similar motion
characteristics in the RTN frame, while iQrṙ,emp would
only be applicable for the reference SV chosen in the MC
framework at a specific time determined by the SV’s position
in the ECI frame. To further enhance the generalization of the
process noise covariance matrix, the invariance of oQrṙ,emp is
leveraged to define oQ̄rṙ,emp ≜ 1

K

∑K
k=1

oQrṙ,emp(k), which
will be used in the LEO SV tracking filter. The 95th-percentile
error ellipsoid associated with the LEO SV’s position states
(i.e, top-left 3×3 block of oQ̄rṙ,emp) can be visualized in Fig.
1.
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Fig. 1. Visualization of the 95th-percentile error ellipsoid of the averaged
process noise covariance characterized for one orbital period for the LEO
SV’s position states. The rotation matrix Ro

i rotates the coordinates of a
vector expressed in the ECI frame {i} into the LEO SV’s RTN frame {o}.
The principal directions of {i} and {o} are represented by the unit vectors
x̄i, ȳi, z̄i and x̄o, ȳo, z̄o, respectively. The notation a · b denotes the inner
product of vectors a and b.

To validate this methodology, the empirical position
and velocity covariance matrix iPrṙ,emp(k) =
1
N

∑N
j=1 x̃rṙ,j(k)x̃

T
rṙ,j(k), where x̃rṙ,j(k) ≜

xrṙ,ref(k) − xrṙ,j(k), is computed from N = 100 MC
runs of SGP4 propagation of different TLE realizations. In
parallel, the filter’s open-loop formal covariance is computed
by propagating the initial empirical position and velocity
covariance matrix iPrṙ,emp(1) via the nonlinear dynamics
frṙ coupled to the oQ̄rṙ,emp term to account for the process
noise of the SV’s position and velocity states and is denoted
by iPrṙ,prop(k). At each time-step k, oQ̄rṙ,emp was rotated

using the current rotation matrix Ri
o(k) to form iQ̄rṙ,emp(k)

and perform the propagation of iPrṙ,prop in the ECI frame.
Finally, the absolute difference between the empirical and
propagated position standard deviations is plotted in Fig. 2 in
the LEO SV’s RTN frame for k = 1, . . . ,K + 1.
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Fig. 2. Absolute difference between the empirical and propagated formal
position standard deviations in the RTN frame for one orbital period.

The following comments and observations can be made.
First, although the difference between the SGP4-propagated
ephemerides and the orbital dynamics model frṙ used is
deterministic, the randomness in this approach stems from
the initial dispersion of TLEs around the reference TLE
in step 2 of the above methodology. Second, SGP4 was
chosen as the source of truth orbit model since using a
higher-fidelity analytical propagator would result in a less
representative ephemeris without accurate knowledge of the
ballistic coefficient [53], [54], which is not readily available.
Third, the deviation of the SGP4 predictions from the actual
truth ephemeris is small for 1-second propagation intervals and
justifies the use of SGP4 as the source of orbit truth in this
analysis. Fourth, the error ellipsoid of the LEO SV’s position
states process noise covariance matrix is mostly elongated
in the radial direction (see Fig. 1). This can be explained
by the fact that most of the acceleration perturbations are
in this direction and are mainly caused by the unmodeled
non-uniformity of Earth’s gravitational potential beyond the
J2 term. Fifth, the absolute difference between the empirical
and propagated LEO SV position states standard deviations
is the largest for the along-track axis, revealing that the LEO
SV position process noise covariance was matched the least
in this direction. Nevertheless, the absolute difference for the
position in the along-track axis is less than 150 m after more
than one orbit of open-loop propagation around Earth as shown
in Fig. 2. For time spans less than 10 minutes, during which
a LEO SV is typically visible to a receiver, this absolute
difference is very small. Finally, the close agreement between
the empirical and formal covariances in Fig. 2 demonstrates
that the orbital motion process noise covariance characterized
by the averaging approach in the above methodology is reliable
to be used in the tracking filter.
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C. Simulation Setup

A comprehensive MC simulation is performed to study
the efficacy of opportunistic LEO SV tracking using 3 dif-
ferent sets of observables: (i) pseudorange measurements,
(ii) Doppler measurements, and (iii) fused pseudorange and
Doppler measurements. In this simulation, 103 SVs with di-
verse elevation profiles and geometries relative to the receiver,
as depicted in the skyplot in Fig. 3, are tracked with each set
of measurements at a rate of 1 Hz for a duration of 5 minutes.
For each of the 103 SVs, 100 MC runs are simulated resulting
in a total of 10,300 tracking runs for each set of observables. In
each MC run, the initial SV’s position and velocity is obtained
from a randomized TLE, which is generated with realistic
errors consistent with uncertainties observed in NORAD-
published TLEs. Moreover, the time evolution of the receiver’s
and LEO SVs’ clock error states as well as the measurement
noise are randomized for each MC run. The simulation setup
and randomization settings are presented next.

1) Receiver and LEO Satellites’ Trajectories: The tracking
receiver was simulated to be stationary with a known location
on the University of California, Irvine, USA campus. The
receiver was placed on the top of a parking structure to
garantee an open sky environment with no obstructed views
in all directions. Consequently, multipath effects affecting the
incoming SV downlink signals are assumed to be negligible
for the tracking receiver. Also, since the LEO SV tracking
is performed in the ECI frame, the receiver’s position and
velocity is also found in the ECI frame by converting the
stationary Earth-centered, Earth-fixed (ECEF) position while
accounting for Earth’s rotation, nutation and precession effects,
and polar motion.

The FCC-approved 12,000-satellite Starlink LEO constel-
lation was simulated using orbital parameters found in the
FCC filings. The LEO SV’ trajectories were obtained through
SGP4 propagations of simulated TLEs for the Starlink satellite
megaconstellation. The elevation angle mask was set to 10◦.

2) Clock Errors: The receiver was assumed to be
equipped with a typical-quality oven-controlled crystal os-
cillator (OCXO) and the LEO SVs were assumed to have
high-quality OCXOs. The power-law coefficients of these
oscillators are given in Table I and can be used to compute
the discrete-time process noise covariance for the clock error
states Qclk,r and Qclk,leo. The clock bias and drift of the LEO
receiver and LEO SV transmitters were simulated according
to the standard two-state clock error model [64]. The values of
the receiver’s clock error states xclk,r(0) ≜

[
cδtr(0), cδ̇tr(0)

]
were initialized as xclk,r(0) ∼ N [02×1, Pclk,r], where
Pclk,r = diag

[
9× 104, 9× 10−2

]
with units of [m2, (m/s)2]

corresponding to a 1σ of 1 µs and 1 ns/s for the clock bias
and drift, respectively. The values of the LEO SVs’ clock
error states xclk,leo(0) ≜

[
cδtleo(0), cδ̇tleo(0)

]
were initial-

ized as xclk,leo(0) ∼ N [02×1, Pclk,leo], where Pclk,leo =
diag

[
9× 102, 9× 10−4

]
with units of [m2, (m/s)2] corre-

sponding to a 1σ of 0.1 µs and 0.1 ns/s for the clock bias
and drift, respectively.

3) Measurements: Pseudorange navigation observables to
all visible LEO SVs were generated according to (6). The

TABLE I
RECEIVER’S AND LEO SVS’ OSCILLATOR PARAMETERS

Quality Coefficients
{
h0, h−2

}
Receiver’s typical-quality OCXO

{
8.0× 10−20, 4.0× 10−23

}
LEO SVs’ high-quality OCXO

{
2.6× 10−22, 4.0× 10−26

}

North

South

West East

Fig. 3. Skyplot of simulated trajectories of 103 SVs.

time-varying pseudorange measurement noise variances were
calculated from the predicted carrier-to-noise (C/N0), which
was found from the log-distance path loss model

(C/N0)l(k) = P0 − 10 log10 (dl(k)/D0) , (10)

where P0 = 56 dB-Hz is the nominal C/N0 at a distance
D0 = 1, 000 km and dl(k) ≜ ∥rr(k)− rleol(k)∥2 is the
distance between the receiver and the l-th LEO SV. The
pseudorange measurement noise variances are proportional to
the square root of the inverse of C/N0, expressed in linear
units, and ranged between 0.43 and 3.73 m2.

Pseudorange rate measurements to all visible LEO SVs were
generated according to (8). Pseudorange rate measurements
are directly proportional to Doppler frequency observables
as demonstrated in (7) but are independent of the carrier
frequency. Hence, pseudorange rate measurements were pre-
ferred over Doppler to obtain comparable measurements from
different constellations which transmit downlink signals at
frequencies that are orders of magnitude apart. From (10),
based on the distance between the receiver and SVs, the
pseudorange rate measurement noise variances, expressed in
linear units, ranged between 0.13 and 1.17 (m/s)2.

The simulated measurements were assumed to have been
corrected for tropospheric and ionospheric effects using avail-
able models in the literature [66]. The remaining modeling
errors are lumped in the white measurement noise, with tem-
poral correlations being neglected for simplicity. Future studies
could readily generalize these simulations by incorporating
such correlations.

D. Filter Initialization

The l-th LEO SV position and velocity state estimates

x̂rṙleo,l
(0|0) ≜

[
r̂Tleo,l(0|0), ˆ̇rTleo,l(0|0)

]T
were initialized in

the ECI frame, denoted by {i}, as follows

x̂rṙleo,l
(0|0) ∼ N

[
xrṙleo,l

(0), Pxrṙleo,l
(0|0)

]
6
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Pxrṙleo,l
(0|0) ≜ diag

[
Pxrleo,l

(0|0),Pxṙleo,l
(0|0)

]
Pxrleo,l

(0|0) = Ri
oleo,l

(0)oleoPxrleo
(0|0)

[
Ri

oleo,l
(0)

]T
Pxṙleo,l

(0|0) = Ri
oleo,l

(0)oleoPxṙleo
(0|0)

[
Ri

oleo,l
(0)

]T
,

where xrṙleo,l
(0) is the l-th LEO SV’s true position and

velocity states in ECI and Pxrṙleo,l
(0|0) is the associated

initial covariance; oleoPxrleo
(0|0) ≜ diag

[
4× 106, 102, 104

]
m2 and oleoPxṙleo

(0|0) ≜ diag
[
4× 10−2, 10−4, 4

]
(m/s)2 are

the initial LEO SV’s position and velocity covariances in the
SV’s orbital RTN frame {oleo}, respectively; and Ri

oleo,l
(0) is

the initial rotation matrix from the l-th LEO SV’s orbital RTN
frame {oleol} to the ECI frame {i}. The first entry of the LEO
SV’s position and velocity covariances in the SV’s RTN frame
corresponds to the SVs’ along-track axis, the second entry is
associated with the cross-track direction, and the last entry
is for the radial axis. These values were carefully selected to
closely match the uncertainties inherent to TLE files with the
most uncertainty being in the along-track position and radial
velocity, while the cross-track direction TLE errors are the
least substantial as the SVs’ motion is constrained in the orbital
(along-track – radial) plane.

The LEO SVs’ position and velocity states process noise
covariance oQ̄rṙ,emp found from the methodology in Sub-
section III-B was used in the EKF to account for the effect
of unmodeled uncertainties in the LEO SVs’ orbital motion.
This process noise covariance matrix expressed in the SV’s
RTN frame was rotated to the ECI frame at each EKF time
update step for every LEO SV. Note that the time-step of
1 second, chosen in Subsection III-B, is consistent with the
propagation time-step in the EKF, as the measurement updates
are performed at a rate of 1 Hz.

The filter’s clock error states xclk(0|0) were initialized as
xclk(0|0) ∼ N [02×1, Pclk(0|0)], where Pclk(0|0) = Pclk,r+
Pclk,leo. The process noise covariance for the filter’s clock
error states is set to Qclk = Qclk,r + Qclk,leo, with Qclk,r

and Qclk,leo computed from (5) using the oscillator parameters
found in Table I.

E. Tracking Results

This subsection presents MC tracking simulation results
for the 3 observable sets: (i) pseudorange measurements,
(ii) Doppler measurements, and (iii) fused pseudorange and
Doppler measurements.

The EKF-tracked position and velocity root mean-squared
errors (RMSEs) were computed for each SV by averaging
over the ensemble of 100 MC realizations performed for each
SV. These position and velocity RMSEs were then averaged
over all 103 SVs tracked in the simulation. Furthermore, open-
loop SGP4 propagations of the randomized TLE, which served
to initialize the EKF’s initial position and velocity estimates,
were performed for each MC realization. The average perfor-
mance of SGP4 is computed in a similar fashion to EKF track-
ing: an ensemble average over the MC realizations for each SV
is then averaged over all SVs. Figs. 4 and 5, respectively, show
the position and velocity RMSEs expressed in the RTN frame
of the open-loop SGP4-propagated ephemerides as well as the

ephemerides tracked using the 3 different set of observables:
(i) pseudorange measurements, (ii) Doppler measurements,
and (iii) fused pseudorange and Doppler measurements. Fig.
6 shows the magnitude of the LEO SV position error for
the open-loop SGP4 propagation and the tracking using the
3 measurement sets. The EKF-tracked clock states RMSEs
were also computed with respect to the simulated clock error
states in Subsection III-C2 by first averaging over the 100
MC realizations for each SV, then by averaging over all 103
simulated SVs. Fig. 7 shows the clock error states RMSEs
for opportunistic LEO SV tracking with the 3 different set of
measurements.

Fig. 4. Position RMSEs for tracking using pseudorange, Doppler, and fused
pseudorange and Doppler versus SGP4’s open-loop position RMSE.

Fig. 5. Velocity RMSEs for tracking using pseudorange, Doppler, and fused
pseudorange and Doppler versus SGP4’s open-loop position RMSE.
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Fig. 6. Magnitude of position error for tracking using pseudorange, Doppler,
and fused pseudorange and Doppler versus SGP4’s open-loop position error.

Fig. 7. Clock bias and drift difference RMSEs for tracking using pseudorange,
Doppler, and fused pseudorange and Doppler.

This comprehensive MC study reveals the average perfor-
mance of the opportunistic LEO tracking framework presented
in this paper. The following conclusions can be made from
these simulations. First, it can be seen that the cross-track
direction is the least observable for both position and velocity
states. This can be explained by the fact that the SV’s motion
is restricted in the along-track–radial plane. As a result, the
cross-track direction is not excited during the SV’s motion,
which leads to poor estimability of the corresponding states.
Second, it can be seen from Figs. 4-6 that using pseudorange
measurements yield better LEO SV tracking performance
than Doppler measurements. Third, fusing both pseudorange
and Doppler measurements yields negligible improvements
over pseudorange-only tracking. This is suggested by the fact
that both types of measurements are highly dependent (cf.
(7), thus leading to a negligible information increase when
augmenting the pseudorange measurement vector to include
both navigation observables. Fourth, it is worth noting that the
clock bias term c [δtr − δtleo] is unobservable with Doppler
measurements only and is consequently not actively estimated
during LEO SV tracking with this set of observables. This
can be seen in the top plot in Fig. 7, where the clock
bias RMSE diverges for LEO SV tracking with Doppler
measurements. Fifth, the relative clock error states tracking
performance is comparable to the relative position and velocity
tracking performance with the different sets of measurements:
pseudorange observables yield smaller RMSEs than Doppler
observables and combining both type of measurements result

in a negligible improvement in the tracking performance over
pseudorange-only tracking.

IV. EFFECT OF LEO SATELLITE STATE ERRORS ON
NAVIGATION PERFORMANCE

This section studies the measurement errors resulting from
SVs’ state errors and analyzes the effect of these measurement
errors on the localization error of a stationary unknown
receiver.

A. Measurement Errors Due to LEO Satellite State Errors

Let r̂leol(k) and ˆ̇rleol(k) be the l-th LEO SV erroneous
position and velocity obtained using TLEs at time-step k,
respectively. Define r̃leol(k) and ˜̇rleol(k) to be the errors at
time-step k of propagated LEO ephemerides (e.g., from SGP4)
of the l-th LEO SV position and velocity, respectively, as

r̃leol(k) ≜ rleol(k)− r̂leol(k)

˜̇rleol(k) ≜ ṙleol(k)− ˆ̇rleol(k),

where rleol(k) and ṙleol(k) are the l-th LEO SV true position
and velocity at time-step k, respectively.

Define cδ̃t and c
˜̇
δt to be the errors in the clock error states

estimates as

cδ̃tl(k) ≜ c [δtr(k)− δtleol(k
′
l)]− c

[
δ̂tr(k)− δ̂tleol(k

′
l)
]

c
˜̇
δtl(k) ≜ c

[
δ̇tr(k)− δ̇tleol(k

′
l)
]
− c

[
ˆ̇
δtr(k)− ˆ̇

δtleol(k
′
l)
]

Next, bounds on pseudorange and pseudorange rate mea-
surement errors are derived as a function of SVs’ state errors.

1) Bound on Pseudorange Measurements: A receiver only
having access to TLEs would produce an estimated pseudor-
ange measurement ρ̂l(k) to the l-th LEO SV as

ρ̂l(k) = ∥rr(k)− r̂leol(k
′
l)∥2

+ c
[
δ̂tr(k)− δ̂tleol(k

′
l)
]

(11)

where c
[
δ̂tr(k)− δ̂tleol(k

′
l)
]

is the clock error bias estimate
that the receiver’s filter maintains. If no prior is available for
this clock error bias, different initialization schemes could be
implemented, such as initializing this term to zero or setting
this term to be the difference between the true measurement
and the estimated range, thus effectively setting the value of
the clock bias error to make the predicted measurement match
the true measurement.

Performing a first-order Taylor series expansion of the
erroneous pseudorange measurement estimate ρ̂l(k) in (11)
about the l-th LEO SV true position rleol(k) and true clock
bias difference c [δtr(k)− δtleol(k

′
l)] yields

ρ̂l(k) ≈ ρl(k) + hT
l (k)r̃leol(k)− cδ̃tl(k), (12)

where hl(k) ≜
rr(k)−rleol

(k′
l)

∥rr(k)−rleol
(k′

l)∥
2

is the unit line-of-sight

(LOS) vector pointing from the l-th LEO SV to the receiver
at time-step k.

Defining the pseudorange residual ∆ρl(k) of the l-th LEO
SV as

∆ρl(k) ≜ ρl(k)− ρ̂l(k)

8
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and substituting (12) for ρ̂l(k) yields

∆ρl(k) ≈ −hT
l (k)r̃leol(k) + cδ̃tl(k) (13)

The magnitude of the range residual ∆ρl(k) can be bounded
by invoking the triangular inequality as follows

|∆ρl(k)| ≤
3∑

j=1

∣∣∣{ol}hj
l (k)

{ol}r̃jmax

∣∣∣+ cδ̃tmax, (14)

where {ol}hl(k) is hl(k) expressed in the l-th SV RTN frame
denoted {ol}, {ol}r̃max is a vector bounding the SVs’ position
errors in the RTN frame (i.e., {ol}r̃max ⪰{ol} r̃leol(k) for all
k, where ⪰ denotes the element-wise operation), superscript
j indexes the component of vectors {ol}hl(k) and {ol}r̃max,
and cδ̃tmax ≥

∣∣∣cδ̃tl(k)∣∣∣ for all k.
2) Bound on Pseudorange Rate Measurements: A receiver

only having access to TLEs would produce an estimated
pseudorange rate measurement ˆ̇ρl(k) to the l-th LEO SV as

ˆ̇ρl(k) =
[
ṙr(k)− ˆ̇rleol(k

′
l)
]T [rr(k)− r̂leol(k

′
l)]

∥rr(k)− r̂leol(k
′
l)∥2

+ c
[
ˆ̇
δtr(k)− ˆ̇

δtleol(k
′
l)
]

(15)

where c
[
ˆ̇
δtr(k)− ˆ̇

δtleol(k
′
l)
]

is the clock error drift estimate
that the receiver’s filter maintains. If no prior is available for
this clock error drift, this term can be initialized to zero.

Performing a first-order Taylor series expansion of the
erroneous pseudorange rate measurement estimate ˆ̇ρl(k) in
(15) about the l-th LEO SV true position rleol(k) and velocity
ṙleol(k) and true clock drift difference c

[
δ̇tr(k)− δ̇tleol(k

′
l)
]

yields

ˆ̇ρl(k) ≈ ρ̇l(k) + gT
l (k)r̃leol(k) + hT

l (k)˜̇rleol(k)− c
˜̇
δtl(k),

(16)

where gT
l (k) ≜

[ṙr(k)−ṙleol
(k′

l)]
T

∥rr(k)−rleol
(k′

l)∥
2

[
I3×3 − hl(k)h

T
l (k)

]
.

Defining the pseudorange rate residual ∆ρ̇l(k) of the l-th LEO
SV as

∆ρ̇l(k) ≜ ρ̇l(k)− ˆ̇ρl(k)

and substituting (16) for ˆ̇ρl(k) yields

∆ρ̇l(k) ≈ −gT
l (k)r̃leol(k)− hT

l (k)˜̇rleol(k) + c
˜̇
δtl(k) (17)

The magnitude of the pseudorange rate residual ∆ρ̇l(k) can
be bounded by invoking the triangular inequality as follows

|∆ρ̇l(k)| ≤
∣∣∣{ol}hT

l (k)
{ol}˜̇rmax

∣∣∣+ ∣∣∣∣∣{ol} [ṙr(k)− ṙleol(k
′
l)]

T

∥rr(k)− rleol(k
′
l)∥2[

{ol}hl(k)
{ol}hT

l (k)− I3×3

]{ol}
r̃max

∣∣∣∣∣+ c
˜̇
δtmax,

(18)

where {ol}˜̇rmax is a vector bounding the SVs’ velocity errors
in the RTN frame (i.e., {ol}˜̇rmax ⪰{ol} ˜̇rleol(k) for all k) and
c
˜̇
δtmax ≥

∣∣∣c˜̇δtl(k)∣∣∣ for all k.
It is important to note that the bounds derived above on

pseudorange and pseudorange rate residuals can easily be

reduced to bounds on range and range rate measurement
residuals by setting the bounds on the clock errors cδ̃tmax

and c
˜̇
δtmax to zero in (14) and (18), respectively.

To validate the derived bounds, 20 circular orbits of LEO
SVs having an orbital height of 700 km were simulated with
various geometries with respect to a receiver stationary on
a spherical rotating Earth as can be seen from the skyplot
in Fig. 8. SV1 is on the top left quadrant of the skyplot
going from West to North and the trajectories of the SVs
progressively move until SV10 which goes from South to
East in the bottom right quadrant. Similarly, SV11 goes from
South to West in the bottom left quadrant of the skyplot and
SV20 goes from East to North in the top right quadrant.
Each of these 20 orbits were randomized in 100 MC runs
with position errors drawn from a uniform distribution with
maximum magnitude {b}r̃max ≜

[
4× 103, 20, 200

]T
m in the

LEO SV’s RTN frame to emulate TLE errors. The velocities
were then modified accordingly to maintain the circularity of
the orbit and {b}˜̇rmax was taken to be the maximum velocity
errors in the LEO SV’s RTN frame’s axes. Furthermore, clock
bias and drift errors were introduced for the receiver’s and
LEO SV’s oscillators. It is first assumed, without loss of
generality, that the oscillator of the receiver and the LEO
SV are nominally synchronized (i.e., the true pseudorange
and pseudorange rate measurements are in fact range and
range rate measurements, respectively). Then, the maximum
deviation from the nominally synchronized clock states is set
to 100 and 10 ns for the receiver’s and LEO SV’s clock biases,
respectively, and to 1 and 0.1 ns/s for the receiver’s and LEO
SV’s clock drifts, respectively, when generating the simulated
pseudorange and pseudorange rate measurements according
to (6) and (8), respectively. Consequently, cδ̃tmax and c

˜̇
δtmax

are taken to be equal to c [(100 + 10)× (1 + 0.1) tvis]×10−9

m and c (1 + 0.1) × 10−9 m/s, respectively, where tvis is
the duration (in seconds) of the LEO SV visibility from the
receiver.

North

South

West East

Fig. 8. Skyplot of 20 SVs simulated to validate the bounds.

The magnitude of pseudorange and pseudorange rate resid-
uals for the 100 MC realizations as well as the derived bounds
in (14) and (18) for 2 SVs are shown in Figs. 9 and 10,
respectively. It can be seen that the derived bounds are valid
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for the entire duration of LEO SV visibility and for all MC
realizations. Moreover, similar behavior was observed for all
the 20 simulated SVs.
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Fig. 9. Magnitude of pseudorange residuals for 100 MC realizations of
randomized LEO states (solid) with bound (dashed) for SV 12.
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Fig. 10. Magnitude of pseudorange rate residuals for 100 MC realizations of
randomized LEO states (solid) with bound (dashed) for SV 2.

Finally, it is worth noting that pseudorange measurement
residuals change signs at around the time the SV passes zenith
in its trajectory with respect to the receiver while pseudorange
rate measurement residuals don’t change signs (i.e., either
remain positive or negative for the entire duration of the SV
pass). This can be explained by the fact that most of the
TLE position errors are in the along-track direction of the
SV’s motion as has been observed experimentally (this will
be discussed in Section V, cf. Fig. 19), which leads to the
TLE-derived SV position to either lag or lead the true SV
position along the orbit as depicted in Fig. 11 (a) and (b),
respectively. In the case where the TLE-derived SV position
lags the true SV position, the TLE-derived range between the
receiver and the SV is initially greater than the true range
between the receiver and the SV, then both ranges become
equal at around the SV’s zenith, and finally the true range
becomes greater than the TLE-derived range, thus resulting
in residuals continuously going from negative to positive
values along the pass. The opposite happens when the TLE-
derived position leads the true SV position: range residuals are
initially positive, then cross zero at around the zenith, before
becoming negative. TLE errors in the cross-track and radial
directions, and more importantly clock bias errors, result in
the pseudorange residuals not crossing zero at exactly the SV’s
zenith. For range rate measurements, both the true range and
the TLE-derived range decrease (negative range rate) before
reaching the closest point to the receiver (zero range rate)
then increase afterwards (positive range rate) but the lag/lead
of the TLE-derived SV position results in a shifted range rate

curve with respect to the true range rate curve. These two
curves do not overlap, meaning there will be no sign shift
in the range rate residuals, and the separation between them
is the greatest at around the SV’s zenith which explains the
higher magnitudes of pseudorange rate residuals around the
SV’s zenith in Fig. 10. Furthermore, the time evolution of the
true and TLE-derived ranges and range rates are depicted in
Fig. 11 for both the case when the TLE-derived SV position
lags (a) and leads (b) the true SV position to facilitate the
visualization of these claims on range and range rate residuals
sign change.
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Fig. 11. Schematic to visualize TLE errors’ effects on range and range rate
residuals. In (a), the TLE-derived SV position lags the true SV position along
the orbit while the TLE-derived SV position leads the true SV position along
the orbit in (b).

B. State Estimation Errors Due to Measurement Errors

To study the propagation of errors from the measurements
to the estimated receiver’s states x (consisting of the stationary
3–D ECEF position rr and clock error states xclk), assume
first that the receiver’s states are perfectly known (e.g., through
optimal filtering of measurements with knowledge of the
ground truth LEO SV ephemeris). Then, errors in the LEO
SV’s ephemeris and clock error states are suddenly introduced
in the receiver’s knowledge. This will consequently lead to
discrepancies between the extracted measurements, which are
consistent with the true SV’s ephemeris and nominal clock
error states, and the predicted measurements by the receiver
using the erroneous ephemeris and clock error states informa-
tion. These discrepancies will cause the receiver to update the
estimates of its states to fit the measurements extracted from
the LEO SV’s signals to its erroneous model. This perturbation
analysis can be captured in one iteration of the nonlinear least-
squares (NLS) below

∆x =
(
HTH

)−1
HT∆z, (19)

where ∆x is the state estimate error vector, H is the mea-
surement Jacobian matrix, and ∆z = [∆z(1), . . . ,∆z(K)]

T

is the measurement innovations vector for the entire duration
of satellite visibility, with K being the last time-step index.
The stationary receiver’s clock error states consist of the dif-
ferenced clock error bias and drift between the receiver’s and
the SV’s oscillator when using pseudorange measurements but
only the differenced drift error states when using pseudorange
rate measurements.
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Although several iterations are usually required for the NLS
estimator to converge, one iteration captures the majority of
the errors introduced in the receiver state estimates, since the
perturbation in the LEO SV’s states is relatively small (i.e.,
TLE ephemeris errors are negligible compared to the distance
between the receiver and LEO SV and do not considerably
affect the unit LOS vector between the receiver and LEO SV).

One way to bound the receiver state estimation error ∆x is
by invoking the Cauchy-Schwarz inequality on (19) as follows

∥∆x∥2 ≤
∥∥∥(HTH

)−1
HT

∥∥∥
2
∥∆z∥2 , (20)

where ∥A∥2 = σmax (A), i.e., the maximum singular value
of the matrix A.

In Subsection IV-A, a bound on |∆z(k)| was found for all
k as a function of the receiver-SV geometry; maximum LEO
SV ephemeris errors {b}r̃max and {b}˜̇rmax, expressed in the
SV’s RTN frame; and maximum clock bias cδ̃tmax and drift
c
˜̇
δtmax errors, for z ∈ {ρ, ρ̇}.

Since the pseudorange rate residuals do not change sign
(i.e., either remain positive or negative) during the LEO SV
visibility period as explained in Subsection IV-A and as can be
seen from Fig. 10, ∥∆ρ̇∥2 can easily be bounded by ∥∆ρ̇′∥2
where each component of ∆ρ̇′ is computed from (18). Using
(20), this yields the following upper bound on receiver state
estimation errors

∥∆xρ̇∥2 ≤
∥∥∥(HT

ρ̇Hρ̇

)−1
HT

ρ̇

∥∥∥
2
∥∆ρ̇′∥2 (21)

which is represented by the solid line in Fig. 13.
Pseudorange residuals, however, switch sign around the

LEO SV’s zenith (i.e., maximum elevation angle) with respect
to the receiver as demonstrated in Subsection IV-A and as
can be seen in Fig. 9. As a result of this sign change
in ∆ρ, (14) has to be modified resulting in ∆ρ′(k) ≜{b}

hT(k){b}r̃max + cδ̃tmax. Unfortunately, although ∥∆ρ′∥2 is
greater than ∥∆ρ∥2 for the majority of realizations, this is not
guaranteed. As a result, the strict bound in (21) is not trans-
posable to pseudorange measurements. In practice, however,
using the equivalent of (21) with pseudorange measurements
yields a very loose upper bound on the magnitude of the
state estimation errors, which is 3 orders of magnitude greater
than the actual errors and is thus too loose to be useful,
as seen in Fig. 12. This can be explained by the fact that
only a small component of the vectors ∆ρ′ and ∆ρ̇′ are
scaled by the maximum singular value of the linear map(
HTH

)−1
HT, where H is the corresponding measurement

Jacobian for each observable type. Effectively, ∆ρ′ and ∆ρ̇′

are almost orthogonal to the right singular vector associated
with the maximum singular value of

(
HTH

)−1
HT with

respective angles of 90.04◦ and 90.06◦ on average for all
SVs of Fig. 8. Additionally, the looseness of the bound for
pseudorange compared to pseudorange rate stems from the
fact that ∥∆ρ′∥2 ≫ ∥∆ρ̇′∥2.

Another way to approximate the magnitude of receiver state
estimate errors resulting from error in measurements is by
plugging in ∆z′ in (19) resulting in

∥∆xz∥2 ≈
∥∥∆x′

z

∥∥
2
=

∥∥∥(HT
zHz

)−1
HT

z∆z′
∥∥∥
2
, z ∈ {ρ, ρ̇}

(22)

(a)

(b)

Fig. 12. Magnitude of receiver state estimation error for 100 MC realizations
of randomized ephemerides (cross) with bound (solid) and tight bound
approximation (dashed) computed using pseudorange measurements for each
of the 20 SVs shown in Fig. 8.
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Fig. 13. Magnitude of receiver state estimation error for 100 MC realizations
of randomized ephemerides (cross) with bound (solid) and tight bound
approximation (dashed) computed using pseudorange rate measurements for
each of the 20 SVs shown in Fig. 8.

The above expression is not a strict bound per se as it is
slightly violated for only 3 realizations (out of 2,000 for
pseudorange measurements with less than 4.2% error), but
rather a good approximation of the maximum magnitude of
receiver state estimate errors as depicted in Figs. 12(b) and
13. Note that the realizations for which the approximation in
(22) does not overbound the magnitude of the state estimation
errrors occur mainly for SVs with high maximum elevation
angles with respect to the receiver (i.e., SV6 and SV15 as
can be seen from the skyplot in Fig. 8). It is also interesting
to observe that these SVs with high maximum elevation
angles approach the singular unobservable case in which the
receiver is in the orbital plane (i.e., maximum elevation angle
of 90◦ with non-rotating Earth) [67] and that this reduction
in estimability is reflected in the higher value of both the
magnitude of state estimation errors (crosses) and the tight
approximation of the upper bound (dashed) in Fig. 12(b) for
these SVs. The intuition for this approximation results from
the fact that (19) is the vector which premultiplied by H gives
the orthogonal projection of ∆z onto the range space of H,
thus resulting in the least squares solution. Similarly, H∆x′

11
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gives the orthogonal projection of ∆z′ onto the range space
of H in (22). Assuming |∆z′| ⪰ |∆z| (which is always true
for z = ρ̇ but not guaranteed for z = ρ), a sufficient condition
to ensure that ∥∆x′∥2 ≥ ∥∆x∥2 is to have vi ⪰ 0 or vi ⪯ 0,
where vi are the vectors forming the orthonormal basis of the
range space of H with i = 1, . . . , n where n is the number of
estimated states. This condition ensures that the coordinates
of the projection of ∆z′ onto the range space of H expressed
in the orthornormal basis are element-wise greater in absolute
value than their counterparts for the projection of ∆z, which
in turn implies ∥∆x′∥2 ≥ ∥∆x∥2. It is interesting to note that
the vectors forming the orthonormal basis of the range space
of H for pseudorange measurements of SV6 and SV15 have
entries that often fluctuate signs. This behavior is suspected to
cause the upper bound approximation in (22) to underestimate
the magnitude of state estimation errors for some realizations
for these high maximum elevation angle SVs.

Finally, as in the opportunistic LEO SV tracking with
Doppler measurements in Section III, note that the difference
between the receiver’s and LEO SV’s clock bias is not
estimated in localization since this quantity is not observable
with pseudorange rate measurements. As a result, the receiver
state estimation error vector ∆xρ̇ is composed of only 4
elements whereas ∆xρ has 5 entries. It is also interesting
to note that the estimation errors in the clock error states are
negligible with respect to the error in the receiver’s estimated
3–D position. Consequently, the magnitude of position error
and both tight upper bound approximation and strict loose
upper bound on position errors are indistinguishably below
the magnitude of all state errors represented respectively by
the crosses, dashed line, and solid line in Figs. 12 and 13.

V. EXPERIMENTAL RESULTS

This section presents the results of an experiment performed
with a stationary receiver on the University of California,
Irvine, USA campus opportunistically extracting carrier phase
navigation observables from an Orbcomm LEO SV’s downlink
signals. The Orbcomm LEO constellation was chosen for
this experiment as Orbcomm SVs openly transmit ephemeris
information obtained from their on-board GPS receivers in
their downlink signals [68]. As a result, the receiver can
decode this accurate ephemeris information which will serve
as a ground truth to assess the performance of the LEO SV
tracking framework developed in this paper in comparison to
the open-loop SPG4-propagated TLE ephemeris. Additionally,
the ground truth ephemeris will also serve to verify the bounds
derived in Section IV.
A. Experimental Setup and Filter Settings

A very-high frequency (VHF) antenna was connected to
an Ettus E312 Universal Software Radio Peripheral (USRP)
to receive Orbcomm downlink signals at 137-138 MHz and
sample them at 2.4 MSps. The USRP’s oscillator was driven
by an external, freely-running CDA-2990 OctoClock. The
receiver was placed on the top of a parking structure in an open
sky environemnent to prevent multipath effects. Carrier phase
navigation observables were opportunistically extracted by the
receiver and were corrected for ionospheric and tropospheric

effects using standard models from [66]. These measurements
were then filtered at a rate of 1 Hz in the EKF developed
in Subsection III-A to perform the tracking of the Orbcomm
FM107 SV for around 6 minutes.

The LEO SV’s position and velocity estimates were ini-
tialized from the SGP4-propagated ephemeris of the most
recent TLE available for the Orbcomm FM107 SV tracked in
this experiment. The associated initial position and velocity
covariances were set to oPxr (0|0) ≜ diag

[
107, 103, 104

]
m2 and oPxṙ

(0|0) ≜ diag
[
10−2, 10−1, 102

]
(m/s)2 in the

SV’s RTN frame, respectively. The Orbcomm FM107 SV’s
initial position and velocity covariance was set to be consistent
with the observed SGP4-propagated TLE ephemeris errors
(computed with respect to the truth ephemeris that is obtained
by decoding it from the Orbcomm SV’s downlink signals). It
is worth noting that such magnitude of errors (with more than
7 km along-track error as shown in Fig. 19) is not common
for TLEs and may have been caused by the Orbcomm SV
performing a maneuver that altered the ballistic trajectory that
was fit in the TLE published by NORAD. The covariance
about the SV’s orbital states in the simulations of Subsection
III-D was selected to be more representative of the actual
errors expected from a TLE. It is stated in [69] that the
position error of TLEs is usually around 1 km at epoch
and grows with the propagation time. The daily cadence of
TLE updates for SVs in LEO results in the ephemeris errors
being usually on the order of a 1–3 km at any point in
time. In practical situations where initial covariance sizing
cannot be performed to be consistent with the TLE errors
since the SV’s truth ephemeris is not known, a bank of filters
with different initial covariance sizes can be implemented in
a multiple-model estimation framework. The better matched
filter with the most appropriate covariance size will have
the most consistent innovation residuals than the other more
mismatched filters. Consequently, the best matched filter’s
state estimate and associated covariance will dominate the
other filters’ in the combination step of the multiple-model
estimator and the unknown initial covariance sizing problem
is circumvented.

Since carrier phase measurements are used in this exper-
iment, the clock bias difference term of xclk is modified
by adding the carrier phase ambiguity term from (9) and
becomes c [δtr − δtleo] + λN . This term is initialized by
subtracting the initial estimated range from the first carrier
phase measurement. The clock drift term was initialized to
0 and the clock error states’ covariance was initialized to
Pxclk

≜ diag
[
107, 102

]
with units of [m2, (m/s)2] corre-

sponding to a 1σ of around 11 µs and 33 ns/s for the clock
bias and drift, respectively.

The process noise covariance of the Orbcomm SV’s orbital
motion was set to oQ̄rṙ,emp found in Subsection III-B, where
oQ̄rṙ,emp was rotated to the ECI frame at each time-step to
propagate the estimation error covariance of the LEO SV’s
position and velocity states. The process noise covariance of
the clock error states was set to be equivalent to a combination
of a typical-quality temperature-compensated crystal oscillator
(TCXO)–high-quality OCXO pair. The power-law coefficients
of these oscillators are given in Table II. This choice was
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motivated by findings in [44] that characterized the combined
oscillators’ quality for the clock on-board Orbcomm SVs and
the CDA-2990 OctoClock used to discipline the receiver’s
clock in this experiment. The time-varying measurement noise
variance was set to be proportional to the inverse of the
predicted C/N0 from (10), expressed in linear units, and it
ranged between 3.49 and 4.84 m2.

TABLE II
EXPERIMENTAL OSCILLATOR PARAMETERS

Quality Coefficients
{
h0, h−2

}
Typical-quality TCXO

{
9.4× 10−20, 3.8× 10−21

}
High-quality OCXO

{
2.6× 10−22, 4.0× 10−26

}

B. Experimental Tracking Results

Figs. 14 and 15 respectively show the position and velocity
EKF error plots and associated ±3σ bounds as well as the
open-loop SGP4-propagated ephemeris errors in the SV’s RTN
frame. Figs. 16 and 17 respectively show the 3–D position
and velocity errors magnitude for the EKF-tracked and the
open-loop SGP4-propagated ephemeris. The initial position
and velocity errors of over 7.1 km and 7.3 m/s obtained from
the SGP4 propagation of the most recent TLE of the Orbcomm
FM107 SV were reduced to final errors of 698.7 m and 1.8
m/s, respectively, in just over 6 minutes of tracking.

The following are key takeaways from these experimental
tracking results. First, note that the LEO SV tracking per-
formance with carrier phase observables is similar to that
using pseudorange measurements as both measurement models
only differ by the carrier phase ambiguity (6)-(9) and the
effect of the ionosphere on the measurements: δtiono acts as
delay for pseudoranges and as an advance for carrier phases.
After correcting for the atmospheric effects, accounting for
the carrier phase ambiguity term is done by lumping it with
the clock bias difference term estimated in the filter. Second,
as can be seen from Figs. 14 and 15, the open-loop SGP4-
propagated ephemeris errors stay relatively constant over the
entire experiment. Moreover, opportunistic tracking mostly
reduces the along-track position and radial velocity errors,
which are usually where most of the errors in ephemerides
obtained from TLEs lie. The radial position and along-track
velocity errors, however, increase slightly during tracking as
compared to their open-loop SGP4 counterparts. Third, as
demonstrated in simulations in Subsection III-E, the cross-
track direction is verified experimentally to be the least
observable for both position and velocity. Fourth, note that
the oscillations observed in the Orbcomm SV’s velocity EKF
plots in Fig. 15 between 0 and 30 seconds are due to the
noisy decoding of the ground truth ephemeris information
transmitted by the SV in its downlink signals. This happens at
the beginning of the tracking period as the Orbcomm SV’s
elevation is still low (below 16◦ before 30 seconds), thus
leading to errors in the ephemeris packet decoding as a result
of low C/N0.
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Fig. 14. EKF-tracked position errors with associated ±3σ bounds versus
open-loop SGP4 errors for Orbcomm FM107 SV.

0 50 100 150 200 250 300 350
Time (s)

-20

0

20

R
ad

ia
l (

m
/s

)

0 50 100 150 200 250 300 350
-2

0

2
C

ro
ss

 (m
/s

)
0 50 100 150 200 250 300 350

-2

0

2

A
lo

ng
 (m

/s
)

SGP4 error EKF error 3  EKF bounds

Fig. 15. EKF-tracked velocity errors with associated ±3σ bounds versus
open-loop SGP4 errors for Orbcomm FM107 SV.
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Fig. 16. EKF-tracked 3–D position error magnitude versus open-loop SGP4
errors for Orbcomm FM107 SV.
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errors for Orbcomm FM107 SV.
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C. Experimental Receiver Localization Results

To demonstrate the practical advantages of LEO SV
ephemeris refinement via the opportunistic tracking framework
presented in this paper, an EKF is implemented to localize an-
other stationary receiver extracting measurements opportunis-
tically from Orbcomm FM107 SV’s downlink signals using
the open-loop SGP4-propagated ephemeris on one hand and
the refined ephemeris resulting from the tracking performed
in Subsection V-B by the tracking receiver on the other hand.
It is assumed that the receiver to be localized has knowledge
of its height (e.g., through altimeter measurements). Since the
localization of the unknown receiver serves the purpose of
demonstrating the efficacy of the tracking receiver in refining
the satellite’s ephemeris over the publicly available knowledge
in TLE files, the unknown receiver was placed in an open sky
environment. As such, multipath effects are also ignored in
this case for simplicity of this proof of concept.

The state vector estimated by the EKF is x ≜
[
rTr ,x

T
clk

]
,

where rr is the receiver’ 3-D position in the ECEF reference
frame and xclk is the same as in Subsection V-B with the car-
rier phase ambiguity term added to the clock bias difference.
Since the fixed ECEF position of the receiver is estimated,
the Orbcomm SV’s ephemeris is also computed in the ECEF
frame, denoted {e}. The TLE-generated ephemeris exleo,SGP4

is computed by performing the SGP4 propagations of the most
recent TLE for the Orbcomm FM107 SV in the ECEF frame.
The refined ephemeris is obtained by propagating backward
in time the last tracked position and velocity estimate in the
ECI frame by numerical integration of the two-body with
J2 equations of motion (3). This is done since the last state
estimate produced by the tracking receiver is the most refined
state vector describing the SV’s ephemeris. Consequently, the
backwards propagation from this most refined state vector
results in the most refined orbit for the SV’s ECI ephemeris,
which is then rotated to ECEF to yield the refined ephemeris
exleo,tracked that is used by the stationary receiver localizing
itself. It is worth mentioning that this tracked ephemeris
back propagation is performed in post-processing in these
experimental results, i.e., the last SV position and velocity
states estimated by the tracking receiver at the end of the
SV’s pass are used in the refined ephemeris computation.
However, this is not required as one can have such a system
operating in real-time: the most up-to-date estimated state
vector by the tracking receiver can be propagated via the SV’s
dynamics to generate the refined ephemeris that is fed to the
receiver localizing itself. This process can run sequentially as
the tracking receiver continues on refining the ephemeris of
the LEO SV over the duration of its pass, while the unknown
receiver keeps on improving its localization performance with
the incrementally improved ephemeris it gets from the tracking
receiver.

The EKF using the SGP4 open-loop ephemeris exleo,SGP4

and the EKF using the refined ephemeris exleo,tracked were
both initialized with the same initial receiver position estimate,
drawn from a Gaussian distribution with the mean being the
true receiver’s location and a variance of 108 m2 in the East
and North directions as seen in Fig. 18. The initial receiver

position error was 13.48 km. The clock error states’ covariance
was initialized to Pxclk

≜ diag
[
108, 102

]
with units of [m2,

(m/s)2] corresponding to a 1σ of around 33 µs and 33 ns/s for
the clock bias and drift, respectively. The clock error states
process noise covariance and time-varying measurement noise
were identical to those in Subsection V-B.

The experimental localization results are shown in Fig. 18
and Table III and are summarized next. The 2-D position-
ing error of the receiver localized using the refined tracked
ephemeris exleo,tracked was decreased from its initial value of
around 13.48 km to 343 m while the localization performed
using the SGP4-propagated ephemeris exleo,SGP4 diverged to
over 6.85 km in error. The localization estimate using the
exleo,SGP4 is inconsistent as its associated uncertainty ellipse
does not include the true receiver position (green pin is outside
yellow ellipse in Fig. 18). This is due to a model mismatch,
as the SGP4-propagated ephemeris fed to the EKF is over
7.13 km away from the true SV’s ephemeris, on average, and
is causing filter divergence [70]. Additionally, note that the
shape, size, and orientation of the uncertainty ellipses of both
EKFs in Fig. 18 are similar. This is explained by both EKFs
having the same initial estimation error covariance, process
noise covariance, time-varying measurement noise and the
fact that the measurement Jacobians of both EKFs are nearly
identical: the time history of the unit LOS vectors pointing
from the SV to the estimated receiver location are very close
for both exleo,tracked and exleo,SGP4.

TABLE III
HORIZONTAL 2–D POSITIONING ERRORS FOR EKF USING OPEN-LOOP
SGP4-PROPAGATED EPHEMERIS AND EKF USING REFINED TRACKED

EPHEMERIS.

Initial Final (SGP4) Final (refined)

Horizontal error (m) 13,476 6,852 343

D. Experimental Bound Validation

In this subsection, the derived results of Section IV are
verified with the data from the Orbcomm FM107 SV exper-
iment. Figs. 19 and 20 show the magnitudes of the carrier
phase and Doppler residuals along with the corresponding
bounds from (14) and (18) scaled by fc/c, respectively.
The residuals were calculated by subtracting the predicted
measurements computed from (9) and (7)-(8) using the TLE-
generated ephemeris from the true measurements extracted
by the receiver. The differenced clock bias and drift states
used in the predicted measurement calculations were set to
the difference between the first carrier phase measurement
and the initial true range, and zero, respectively, to focus on
the effects of the TLE errors on the measurement residuals.
The maximum LEO SV’s state errors {b}r̃max, {b}˜̇rmax,
cδ̃tmax, and c

˜̇
δtmax were computed using the TLE-propagated

ephemeris, the ground truth decoded ephemeris, and the true
measurements. Fig. 19 also shows the 3–D position error of the
Orbcomm FM107 SV’s TLE-derived ephemeris along with its
component in the SV’s RTN frame, demonstrating that most
of the TLE-propagated ephemeris position error is the along-
track direction. It is interesting to note that the experimental
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Fig. 18. Experimental results: skyplot of Orbrcomm LEO SV trajectory and true receiver position (green) along with estimates and corresponding 95th-
percentile horizontal uncertainty ellipses: (i) red: initial estimate, (ii) yellow: EKF using exleo,SGP4 ephemeris, and (iii) blue: EKF using exleo,tracked

ephemeris. Map data: Google Earth.

carrier phase residual switches signs around 50 seconds earlier
than the minimum of the bound curve that corresponds to an
approximation of the SV’s zenith in Fig. 19. This 50-second
difference is caused by the discrepancy in the clock bias term
between the true and predicted measurements, which results
in the true and predicted carrier phase curves having the same
value when the SV is not yet at zenith, i.e., residual curve
crossing zero before zenith. Table IV shows the magnitude
of the receiver’s states estimation errors from one iteration of
the NLS (19) using carrier phase and Doppler measurements.
The approximation of a tight upper bound and the strict loose
upper bound on this magnitude are also computed. Note that
the results in Table IV are consistent with those observed in
simulations in Figs. 12 and 13.
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Fig. 19. Experimental carrier phase residuals magnitudes along with bound
and 3–D position error with its along-track component for Orbcomm FM107
SV.

TABLE IV
MAGNITUDE OF RECEIVER’S STATE ESTIMATION ERRORS CALCULATED

USING CARRIER PHASE AND DOPPLER FOR THE TLE-DERIVED
EPHEMERIS, THE APPROXIMATION OF THE TIGHT UPPER BOUND, AND THE

LOOSE STRICT UPPER BOUND. VALUES ARE IN METERS.

TLE ephemeris Bound approximation Loose bound∥∥∆xϕ

∥∥
2
(×103) 6.8 7.1 1.0×104∥∥∆xfD

∥∥
2
(×103) 3.7 6.8 2.8×103
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Fig. 20. Experimental Doppler residuals magnitudes along with bound for
Orbcomm FM107 SV.

VI. CONCLUSION

This paper presented a complete framework to perform
LEO SVs tracking by a receiver opportunistically extracting
navigation observables from their downlink signals. The per-
formance of the tracking filter was studied via MC simula-
tions for 103 SVs with diverse geometries with respect to
the receiver and for three different set of observables: (i)
pseudorange, (ii) Doppler, and (iii) fused pseudorange and
Doppler measurements. Additionally, the performance of the
tracking filter was compared to the average performance of the
open-loop SGP4 propagation of randomized TLE realizations.
This comparison revealed ephemeris refinement capability of
the tracking filter, particularly in the along-track position and
radial velocity, where most of the TLE-propagated ephemeris
errors lie. Additionally, bounds on pseudorange and Doppler
residuals were derived and the magnitude of stationary receiver
state estimation errors were characterized as a function of
LEO SV’s state errors. In other words, the error propagation
from the LEO SV’s state space to the measurement space to
the receiver’s state space was analyzed. Finally, experimental
results were presented demonstrating the performance of the
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opportunistic tracking framework and error propagation anal-
ysis. The initial position error of the Orbcomm FM107 SV
calculated from TLE-derived ephemeris was reduced by an
order of magnitude. Receiver localization via an EKF with
the tracked ephemeris from the Orbcomm FM107 LEO SV
showed the initial horizontal error reducing from 13,476 m to
343 m. In contrast, it was shown that if the EKF employed
SGP-4 propagated ephemeris, the error reduced to 6,852, but
dangerously, the filter’s estimate was inconsistent. Finally, the
observed experimental errors are contained within the derived
bounds.
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ABSTRACT

The protection level (PL) performance of an autonomous ground vehicle (AGV) due to fusing GPS signals with faulty terrestrial
signals of opportunity (SOPs) is evaluated. The AGV is assumed to be equipped with receivers, which can produce a navigation
solution from GPS and SOP pseudorange measurements. First, the effect of the number of SOPs on the PL reduction is analyzed.
Then, the PL reduction under different assumptions of SOP fault probabilities is explored. The results show that while adding
one SOP could increase the PL, adding two or more SOPs would significantly reduce the PLs. The results also demonstrate that
even for highly unreliable SOPs (namely, those with fault probabilities as high as 10%), adding two or more SOPs would still
reduce the PLs.

I. INTRODUCTION

The past few years have witnessed intense interest in pushing ground vehicles towards higher levels of automation, with the
ultimate objective of achieving full autonomy, also known as Level 5 [1]. The potential impacts of deploying autonomous
ground vehicles (AGVs) into our streets are promising, including reducing congestion and travel time and increased safety.
However, there remains critical gaps between the capabilities of current technology and the stringent requirements of fully
autonomous driving. Accurate, reliable, and resilient navigation is a key enabler of autonomous driving. Higher levels of
automation not only rely on lane-level navigation accuracy, but also on tight protection levels (PLs) and integrity measures,
especially on crowded urban roads, in which the AGV is surrounded by other vehicles, pedestrians, and bicyclists. Accurate
navigation coupled with integrity monitoring (IM) are essential to guarantee the safety of the AGV itself, and most importantly
the safety of humans in it and surrounding it. Virtually all current ground vehicles rely on global navigation satellite systems
(GNSS) to estimate their position in a global frame. However, GNSS signals are jammable, spoofable, and may not be available



in deep urban canyons [2–4]. Recently, using signals of opportunity (SOPs) as a complement or an alternative to GNSS signals
in GNSS-challenged environments has proven to improve the accuracy and integrity of the navigation solution [5]. However,
SOPs are not designed for the safety-critical function of navigation; hence, their reliability as a navigation source is still under
study. This paper addresses the following question: Could the navigation system integrity be improved by exploiting signals
with unknown reliability? This paper answers this question by studying the effect of the number of SOPs and fault probabilities
on IM performance.

Current ground vehicles are equipped with a suite of navigation sensors: GNSS receivers, vision-based sensors (red-green-blue
(RGB) and infrared (IR) cameras), inertial navigation system (INS), and active range-finding sensors (lidar and radar). These
sensors produce two categories of navigation functionality: (i) local navigation, which provides the position of the vehicle in
a local coordinate system and (ii) global navigation, which provides the position of the vehicle in a global coordinate system.
Over the past few decades, GNSS has monopolized global navigation. Future AGVs will require reliable lane-level-accurate
navigation to travel safely, especially on urban roads. However, current GNSS technologies cannot sufficiently support the
transition of ground vehicles from partial to full automation in terms of accuracy, integrity, and availability. For example, single
point positioning (SPP), currently relied upon by ground and aerial vehicles, can only achieve meter-level accuracy [6]. Certain
approaches, such as augmentation systems and real-time kinematic (RTK), could improve navigation accuracy and achieve
sub-meter-level accuracy under certain conditions. However, these approaches cannot overcome the vulnerabilities of GNSS
signals in deep urban canyons, where AGVs are expected to be ubiquitous.

Recent work have demonstrated how SOPs could improve navigation system accuracy in GNSS-challenged environments. SOPs
(e.g. cellular signals [7–12], digital television signals [13–15], AM/FM radio signals [16–18], and low Earth orbit satellite
(LEO) signals [19–24] have been exploited to produce navigation solutions in a standalone fashion or as an aiding source for
an INS in the absence of GNSS signals [25]. For vehicular navigation, cellular signals are particularly attractive with their
favorable characteristics, such as abundance in urban canyons, geometric and spectral diversity, high received power, and large
bandwidth [26]. Cellular SOPs have been demonstrated to achieve meter-level accuracy for ground vehicles in a standalone
fashion [27, 28] and when fused with an INS [29] and lane-level accuracy when fused with lidar [30].

Aside from accuracy, the trustworthiness of the navigation solution is another major concern in safety-critical applications, such
as autonomous driving. The trustworthiness in the correctness of information by a positioning, navigation, and timing (PNT)
system is measured as integrity. To improve the integrity of a navigation system, IM is usually used to detect anomalies or
faults and to quantify the confidence of system integrity. There are two categories of IM frameworks, namely internal methods
and external methods. External methods monitor the system’s integrity by using external data sources such as ground-based
augmentation system (GBAS) [31,32] and satellite-based augmentation system (SBAS) [33]. In contrast, internal methods (e.g.,
receiver autonomous integrity monitoring (RAIM) and advanced RAIM (ARAIM)) leverage redundant measurements from
existing signals [34, 35]. RAIM is a cost-effective technique for IM, since it does not require building additional infrastructure.
Multi-constellation measurements [36] (e.g. Galileo, GLONASS, and Beidou) and aiding sensors (e.g., INS-GPS [37], lidar-
GPS [6] and vision-GPS [38]) have been recently considered to improve the IM performance. In addition, several SOP-based
IM studies have been conducted recently. In [39], cellular SOPs have been characterized and outlier detection and exclusion
methods have been developed to deal with environment-induced faults, such as severe multipath conditions. In [40], a RAIM
framework for ground vehicle navigation using cellular SOPs and an inertial measurement unit (IMU) was developed. GPS-SOP
RAIM was proposed in [41] to support safe autonomous driving. GPS-SOP RAIM was also considered in [42] to improve the
IM of unmanned aerial vehicles (UAVs).

While previous research have demonstrated that fusing cellular SOPs could improve the navigation accuracy and integrity,
an open question remains unanswered: when does fusing SOPs benefit IM? While SOPs have favorable characteristics for
enhancing the system integrity, the reliability of SOP transmitters has not been completely characterized and is very likely to
be lower than that of GPS satellites, since the stakes of SOP transmitter faults are much lower than that of GPS satellite faults.
This unknown reliability of SOPs compared to GPS satellites raises a question about the boundary condition under which
incorporating SOPs in the navigation system can still improve the integrity of the system, particularly in terms of the number
of available SOPs and their fault probability. This paper analyzes the PL reduction in different scenarios to answer the above
question. This paper considers an AGV equipped with an SOP receiver that can produce pseudorange measurements from
multiple terrestrial SOPs and a GPS receiver that can produce pseudorange measurements from multiple GPS satellites. The
AGV produces a navigation solution from the SOP and GPS measurements. Moreover, the AGV performs IM using ARAIM
aided by SOPs, which is referred to as ARAIM+SOP framework in this paper. This paper analyzes the performance of the
ARAIM+SOP framework under different operation regimes through Monte Carlo numerical simulations. First, a simulator is
constructed to characterize the influence of the number of SOPs on the horizontal PL (HPL) and vertical PL (VPL). Second,
the PL reduction under different assumptions of SOP fault probabilities is analyzed.

The remainder of the paper is organized as follows. Section II. describes the measurement and SOP models employed in the
paper. Section III. summarizes the ARAIM+SOP framework. Section IV. characterizes the PL reduction through Monte Carlo
simulations. Concluding remarks are given in Section V.



II. MODEL DESCRIPTION

This paper considers an AGV navigating in an environment that comprisesNGPS GPS satellites andNSOP cellular transmitters.
The cellular transmitters are stationary with known positions. The AGV is equipped with (i) a GPS receiver capable of producing
pseudorange measurements from the NGPS GPS satellites (e.g., [43–45]) and (ii) a receiver capable of producing pseudorange
measurements from theNSOP SOP transmitters (e.g., [8,9,27,46]). The AGV uses a weighted nonlinear least-squares (WNLS)-
based estimator to compute the navigation solutions from the GPS and SOP pseudorange measurements and simultaneously
performs IM and fault detection and exclusion (FDE). The IM algorithm,discussed in Section III, is based on the baseline ARAIM
framework [34]. Although ARAIM handles multiple GNSS constellations, this paper considers only the GPS constellation. The
proposed framework can be readily generalized to multiple GNSS constellations. The rest of this section presents the GPS and
SOP pseudorange measurement models and the WNLS-based estimator used in the ARAIM+SOP framework, as well as the
models of the GPS satellites and SOP transmitters’ azimuth and elevation angles used to evaluate the ARAIM+SOP framework.

1. GPS and SOP Pseudorange Measurement Models

a) GPS Pseudorange Measurement Model

The m-th GPS pseudorange measurement after compensating for ionospheric delays, tropospheric delays, and the satellite’s
clock bias is modeled as:

zGPSm
(k) = ‖rr(k)− rGPSm

(k)‖2 + c · δtr,ck(k) + vGPSm
(k), k = 0, 1, . . . , m = 1, . . . , NGPS , (1)

where zGPSm
(k) = z′GPSm

(k) − c · δ̂tiono(k) − c · δ̂ttropo(k) − c · δ̂tGPSm
(k); with z′GPSm

(k) being the uncompensated

pseudorange; δ̂tGPSm
(k) is the estimated clock bias of the m-th GPS satellite; δ̂tiono(k) and δ̂ttropo(k) are the estimated

ionospheric and tropospheric delays, respectively; c is the speed of light; rr(k) and rGPSm
(k) are the receiver and m-th

satellite’s three-dimensional (3-D) position vectors, respectively; δtr,ck(k) is the receiver’s clock bias; and vGPSm
(k) denotes

the measurement noise, which is modeled as a zero-mean Gaussian random sequence with a variance σ2

GPSm
.

b) SOP Pseudorange Measurement Model

The n-th SOP pseudorange measurement can be modeled as [47]

z̄SOPn
(k) = ‖rr(k)− rSOPn

(k)‖2 + c · [δtr,ck(k)− δtSOPn
(k)] + v̄SOPn

(k), k = 0, 1, . . . , n = 1, . . . , NSOP , (2)

where rSOPn
(k) and δtSOPn

(k) are the position and clock bias of the n-th SOP transmitter, respectively; and v̄SOPn
is the SOP

measurement noise, which is modeled as a zero-mean Gaussian random sequence with a variance σ2

user,SOPn
. The model for

σ2

user,SOPn
is given in Subsection III.1. It was noted in [48] that the difference c · [δtr,ck(k)− δtSOPn

(k)] can be modeled as

c · [δtr,ck(k)− δtSOPn
(k)] = cδtr,SOP (k) + cδtSOPn,0 + ǫn(k), k = 0, 1, . . . , n = 1, . . . , NSOP , (3)

where cδtr,SOP (k) is a common term driving the difference between the receiver and SOP clock biases, cδtSOPn,0 is an initial

bias, and ǫn(k) is an error term modeled as a zero-mean Gaussian random variable with variance σ2
ǫn

. The value of σ2
ǫn

is

discussed in Subsection III.1. It is assumed that the initial biases {cδtSOPn,0}
NSOP

n=1
were calibrated prior to IM. Finally, after

initial bias calibration, the n-th SOP pseudorange measurement zSOPn
can be expressed as

zSOPn
= ‖rr(k)− rSOPn

(k)‖2 + cδtr,SOP (k) + vSOPn
(k), k = 0, 1, . . . , n = 1, . . . , NSOP , (4)

where vSOPn
(k) , ǫn(k) + v̄SOPn

(k).

2. Navigation Solution

The AGV aims to estimate its position vector using GPS and SOP pseudorange measurements using a WNLS. To this end, the
GPS and SOP receivers’ clock biases must be estimated alongside the AGV’s position to avoid biasing the navigation solution.
The vector to be estimated is given by

x(k) ,
[

rr
T(k), cδtr,ck(k), cδtr,SOP (k)

]T

.



The time argument is omitted in the following for compactness of notation. The all-in-view combined GPS-SOP measurement
vector can be formed according to

z ,

[

zGPS1
, . . . , zGPSNGPS

, zSOP1
, . . . , zSOPNSOP

]T

.

A WNLS is then iterated to obtain an estimate of x, denoted by x̂, using z. Let l denote the iteration number, x̂l the estimate at
iteration l, and ẑl the measurement prediction calculated using x̂l. The all-in-view navigation solution update is obtained from
the normal equations according to

∆xl =
(

Hl
TWHl

)

−1

Hl
TW (z − ẑl) , (5)

where Hl is the measurement Jacobian evaluated at x̂l and W is the weight matrix given by W = C−1

int, where Cint is a

diagonal matrix whose diagonal elements {Cint(j, j)}
NGPS+NSOP

j=1
are the measurement noise variances used for integrity. The

values of the diagonal elements of Cint are discussed in Subsection III.3. The WNLS estimate at the (l + 1)-th iteration is
updated according to

x̂l+1 = x̂l +∆xl,

and the iteration number is subsequently increased according to l← l+1. After convergence, the all-in-view navigation solution

is denoted x̂
(0), the measurement prediction after convergence is denoted ẑ

(0), and the residual at convergence is denoted y,
which is given by

y , z − ẑ
(0).

Let H denote the measurement Jacobian after convergence, which can be parameterized by the GPS satellites’ and SOP
transmitters’ azimuth and elevation angles according to

H =

[

HGPS

HSOP

]

, (6)

where

HGPS ,







− cos(elGPS1
) sin(azGPS1

) − cos(elGPS1
) cos(azGPS1

) − sin(elGPS1
) 1 0

...
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− cos(elGPSNGPS

) sin(azGPSNGPS
) − cos(elGPSNGPS

) cos(azGPSNGPS
) − sin(elGPSNGPS

) 1 0






,

HSOP ,







− cos(elSOP1
) sin(azSOP1

) − cos(elSOP1
) cos(azSOP1

) − sin(elSOP1
) 0 1

...
...

...
...

...
− cos(elSOPNSOP

) sin(azSOPNSOP
) − cos(elSOPNSOP

) cos(azSOPNSOP
) − sin(elSOPNSOP

) 0 1






,

where azGPSm
and elGPSm

are the m-th GPS satellite’s azimuth and elevation angles, respectively, and azSOPn
and elSOPn

are the n-th SOP’s azimuth and elevation angles, respectively.

3. GPS Satellite Azimuth and Elevation Angle Characterization

As it can be seen from the expression of H in (6), the GPS satellites’ and SOP transmitters’ azimuth and elevation angles are
enough to characterize the geometry between the AGV and the navigation sources. This paper assumes a stationary receiver

located in Orange County, California, USA. The receiver position is fixed at rr ≡ 106× [−2, 482345, −4, 700049, 3.513616]
T

expressed in the Earth-Centered-Earth-Fixed (ECEF) frame. The azimuth and elevation angles of all visible satellites at that
location and at any point in time can be readily calculated. Since the nominal orbital period of a GPS satellites is 11 hours
58 minutes, which is almost exactly half of a sidereal day, the same exact GPS satellite configuration will repeat itself above
the specified location after one full day on Earth [49]. As such, to obtain a realization of GPS azimuth and elevation angles, a
random time is chosen from a 24-hour interval at which the satellite positions are determined. Subsequently, the azimuth and
elevation angles are calculated and only GPS satellites above an elevation angle mask elmask = 5◦ are retained.

4. SOP Azimuth and Elevation Angle Models

The cellular SOP network is modeled as a binomial point process (BPP), where the horizontal positions of N SOPs are
independently and uniformly distributed over an annular region centered at the receiver, i.e., Br(dSOPmin

, dSOPmax
) =

π(d2SOPmax
− d2SOPmin

) [50], where dSOPmin
is the minimum horizontal distance required for the far-field assumption to



hold and dSOPmax
is the maximum horizontal distance for which ranging signals can be detected by the receiver (see Figure 1(a)

for N = 15). The altitudes of the SOPs relative to the receiver are assumed to be uniformly distributed between hSOPmin
and

hSOPmax
. As shown in Figure 1(b), the location of the n-th SOP is represented by (dSOPn

, hSOPn
, azSOPn

), where dSOPn
and

hSOPn
are the horizontal and vertical distances between the n-th SOP and the receiver, respectively. As a result, the elevation

angle of the n-th SOP and the range to the n-th SOP rSOPn
can be calculated as

elSOPn
= tan−1

(

hSOPn

dSOPn

)

, rSOPn
=
√

d2SOPn
+ h2

SOPn
.

SOPn

E

N
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Figure 1: (a) BPP realization with N = 15, SOP transmitters uniformly lie in the annular region. (b) Parametrization of the n-th SOP

position by its range rSOPn , azimuth angle azSOPn and elevation angle elSOPn .

III. ARAIM+SOP FRAMEWORK

This section introduces the ARAIM+SOP framework adopted by this paper to perform IM. ARAIM+SOP is developed based
on the baseline multiple hypothesis solution separation (MHSS) ARAIM introduced in [34]. The MHSS ARAIM framework
is capable of incorporating different navigation signals with different signal properties, e.g., different error variance, maximum
nominal biases, and probability of single or constellation faults. The ARAIM+SOP framework utilizes this flexibility of
multiple-source ARAIM to incorporate SOPs as a navigation constellation. While multiple GNSS constellations can be handled
by the ARAIM+SOP framework, this paper considers GPS-SOP ARAIM as an initial study. The ARAIM+SOP framework is
readily extendable to multiple GNSS constellations. Table 1 summarizes the inputs for the ARAIM+SOP algorithm.

The ARAIM+SOP algorithm first determines the fault modes to be monitored based on the Integrity Support Message (ISM)
and SOP signal error characterization obtained from experimental campaigns. The prior probabilities of the fault modes are
also computed in this step. During IM, the ARAIM+SOP conducts solution separation tests to detect and exclude potential
faults in the system. The ARAIM+SOP framework also includes a chi-squared test which serves as a sanity check for potential
faults outside the fault modes obtained by the algorithm. A brief description of the ARAIM+SOP is provided by the following
sections. Detailed descriptions can be found in [34].

1. SOP Integrity Parameters

In order to perform IM with SOP pseudoranges, their integrity parameters must be known, mainly {σURA,SOPn
}NSOP

n=1
,

{σURE,SOPn
}NSOP

n=1
, {bnom,SOPn

}NSOP

n=1
, {PSOPn

}NSOP

n=1
, and Pconst,SOP . The performance of the ARAIM+SOP framework

is characterized for various values ofNSOP and {PSOPn
}NSOP

n=1
. Moreover, this paper will not consider GPS or SOP constellation

faults, as the probability of either to happen is assumed to be extremely low. Therefore, Pconst,GPS and Pconst,SOP are set to
be 0. The rest of the SOP integrity parameters are discussed below.

a) SOP User Range Accuracy (URA) Standard Deviation

Figure 2(a) shows experimentally recorded data corresponding to a realization of c·[δtr,GPS(k)−δtSOPn
(k)] for three SOPs, after

initial bias calibration, over a period of 24 hours. It can be clearly seen from Figure 2(a) that {c · [δtr,GPS(k)− δtSOPn
(k)]}

3

n=1

are driven by a common term, justifying the right hand side of (3). Figure 2(b) shows the resulting ǫn(k), representing the
deviation of c · [δtr,GPS(k) − δtSOPn

(k)] from the common term, for the realization in Figure 2(a). Figure 2(b) shows that

{ǫn}
3

n=1
can be considered as noise terms. Assuming ergodicity, the values of {σǫn}

3

n=1
range from 0.6 to 0.73 m. Therefore,

σURA,SOPn
is chosen to be 1 m for all n, to guarantee that σǫn ≤ σURA,SOPn

.



Table 1: Inputs to the ARAIM+SOP Algorithm

Input Description Obtained from

{zGPSm
}NGPS

m=1

Pseudorange for m-th GPS satellite after dual frequency correction,
tropospheric correction, and smoothing are performed

Receiver

{zSOPn
}NSOP

n=1
Pseudorange for n-th SOP Receiver

{σURA,GPSm
}NGPS

m=1

Standard deviation of the clock and ephemeris error of
m-th satellite used for integrity

ISM

{σURE,GPSm
}NGPS

m=1

Standard deviation of the clock and ephemeris error of
m-th satellite used for accuracy and continuity

ISM

{σURA,SOPn
}NSOP

n=1

Standard deviation of the clock error of n-th SOP
used for integrity

Discussed in Subsection III.1

{σURE,SOPn
}NSOP

n=1

Standard deviation of the clock error of n-th SOP
used for accuracy and continuity

Discussed in Subsection III.1

{bnom,GPSm
}NGPS

m=1
Maximum nominal bias for GPS used for integrity ISM

{bnom,SOPn
}NSOP

n=1
Maximum nominal bias for SOP used for integrity Discussed in Subsection III.1

{PGPSm
}NGPS

m=1
Probability of a single GPS fault ISM

{PSOPn
}NSOP

n=1
Probability of a single SOP fault Varied

Pconst,GPS Probability of GPS constellation fault 0

Pconst,SOP Probability of SOP constellation fault 0

c
δ
t
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G
P
S
−
c
δ
t
S
O
P
n

Figure 2: (a) Experimentally recorded data corresponding to a realization of c · [δtr(k)− δtSOPn(k)] for three SOPs, after initial bias

calibration, over a period of 24 hours. (b) Resulting ǫn(k) for the three SOPs in (a).

b) SOP User Range Error (URE) Standard Deviation

In GPS, it is usually assumed

σURE,GPS =
2

3
σURA,GPS .

This relationship is also used for σURE,SOP and σURA,SOP .

c) SOP Maximum Nominal Bias

The maximum nominal bias typically used in GPS ARAIM applications is around 1 m. Due to the difference in the propagation
channels, the SOP maximum nominal bias is taken to be threefold that of GPS; hence, bnom,SOPn

is chosen to be 3 m for all n.

2. Determination of Fault Modes to be Monitored

The first step of the ARAIM+SOP framework is to determine the fault modes to be monitored and calculate their prior
probabilities. The objective of this step is to choose the smallest subset of all the possible fault modes and make sure that the
sum of the probabilities of the modes that are not monitored do not exceed a predefined threshold PTHRES . The algorithm
moves the fault modes from the list of not monitored to the monitored list until the total probability of the remaining modes’
occurrence is under PTHRES . The fault modes are selected from the fault modes with smaller number of faulty satellites
(which is defined as the degree of the fault modes) to fault modes with larger degrees. Note that the maximum number of
simultaneous faults is determined by the probability of single transmitter fault, constellation fault probability, and PTHRES .



After the Nfaultmodes fault modes are determined, the prior probability of each fault mode P
(i)

fault is calculated based on the

probability of single transmitter fault and constellation fault of GPS and SOP.

3. Covariance Matrix For Integrity

The ARAIM+SOP framework computes the pseudorange error diagonal covariance matrices Cint,GPS (used for integrity) and
Cacc,GPS (used for accuracy and continuity) using the equation given by [34]:

Cint,GPS(m,m) = σ2

URA,GPSm
+ σ2

user,GPSm

Cacc,GPS(m,m) = σ2

URE,GPSm
+ σ2

user,GPSm
,

where σuser,GPSm
is the standard deviation of the GPS code noise and multipath error, which is calculated as

σuser,GPSm
=

√

f4

L1
+ f4

L5

(f2

L1
− f2

L5
)2

√

σ2

MP + σ2

Noise,

where fL1 and fL5 are the L1 an L5 frequency of GPS signal, σMP = 0.13 + 0.53 · exp(−elGPSm
/6.9) and σMP =

0.15 + 0.43 · exp(−elGPSm
/6.9).

Similarly, the SOP pseudorange error diagonal covariance matrices are given by

Cint,SOP (n, n) = σ2

URA,SOPn
+ σ2

user,SOPn

Cacc,SOP (n, n) = σ2

URE,SOPn
+ σ2

user,SOPn
,

where σuser,SOPm
is the standard deviation of the SOP multipath error which can be calculated as a function of the distance

between the receiver and the SOP transmitter. The equation for σuser,SOPm
is given in [50] (cf. (10)).

The pseudorange error diagonal covariance matrices for the overall system are given by

Cint = blkdiag [Cint,GPS ,Cint,SOP ]

Cacc = blkdiag [Cacc,GPS,Cacc,SOP ] ,

where blkdiag donates block diagonal matrix.

4. Solution Separation Test

The ARAIM+SOP conducts multiple hypothesis testing to detect and locate the faults. Each fault mode determined by the
previous step corresponds to one hypothesis. For each alternative hypothesis, a fault-tolerant solution is defined as the navigation
solution obtained from measurements excluding the hypothesized faulty measurements in the corresponding fault mode. The
difference between the fault-tolerant solutions and the all-in-view solution serves as the test statistics for each alternative
hypothesis. The difference vector for the i-th fault mode is computed as

∆x̂
(i) = x̂

(i) − x̂
(0) = (S(i) − S(0))y, (7)

where x̂
(i) and x̂

(0) are the i-th fault-tolerant solution and the all-in-view solution, respectively; y is the residual vector from
the all-in-view solution; and

S(i) , (HTW(i)H)−1HTW(i), (8)

where W(i) is the diagonal weighing matrix, which is defined as

W(i)(j, j) =

{

C−1

int(j, j) if measurement j is hypothesized faulty,

0 otherwise.

The test threshold for the q-th coordinate (q = 1, 2, or 3) of fault mode i is denoted by Ti,q . The thresholds can be computed

from the variance of ∆x̂
(i) and the continuity budget. For each i and q, the solution separation test is

|x̂(i)
q − x̂(0)

q |
?

≤ Ti,q. (9)



If the test fails for any i and q, the algorithm will try to perform fault exclusion.

5. Chi-squared Test

Other than the solution separation tests, the ARAIM-SOP framework conducts a chi-squared test as a sanity check for faults
outside of the fault modes monitored in the framework. The chi-squared statistic is an upper bound of all solution separation
test, i.e., the detectable faults will manifest themselves in this test statistic [34].

6. Protection Level Calculation

After all the fault detection and exclusion is performed, the HPL can be calculated. The algorithm first computes HPLq for the
two horizontal directions, i.e., q ≡ 1, 2, from the well-established equation [34]

2Q

(

HPLq − b
(0)
q

σ
(0)

q

)

+

Nfault,modes
∑

i=1

P
(i)

faultQ

(

HPLq − Tk,i − b
(i)
q

σ
(i)
q

)

=

1

2
PHMIHOR

(

1−
Pfault,notmonitored

PHMIV ERT + PHMIHOR

)

,

(10)

where Q is the tail distribution function of the standard Gaussian distribution; b
(i)
q is the worst case impact of the nominal

bias in the q direction; σ
(i)
q is the variance of the fault-tolerant position estimate; P

(i)

fault is the probability of fault mode i;
Pfault,notmonitored is the probability of the faults that are not included in the fault modes; and PHMIV ERT and PHMIHOR

are the integrity budget for the vertical and horizontal components, respectively. The HPL is further given by

HPL =
√

HPL2
1
+HPL2

2
. (11)

The VPL can be calculated from an equation similar to equation (10), except that q ≡ 3.

IV. PROTECTION LEVEL REDUCTION CHARACTERIZATION

Monte Carlo simulations are conducted to characterize the PL in different scenarios. In each simulation, it is assumed that
there are 6 GPS satellites available above the elevation mask elmask = 5◦. The GPS satellite positions are randomly drawn
as discussed in Subsection II.3. Cellular base stations are placed randomly based on the BPP model mentioned in Subsection
II.4. The vertical distances between the user receiver and the SOP transmission antenna are assumed to be uniformly distributed
between 5 m to 25 m, i.e., hSOPn

∼ U(5, 25) for n = 1, . . . , NSOP . The SOP elevation angles elSOP,n and pseudorange noise
standard deviations σuser,SOPn

are calculated according to hSOPn
, dSOPn

, and azSOPn
. The simulation settings are tabulated

in Table 2.

Table 2: SIMULATION SETTINGS

Parameter Definition Value

NGPS
Number of available GPS satellites included

in the navigation solution
6

NSOP
Number of SOP transmitters included

in the navigation solution
0 to 7

PHMIHOR Integrity budget for the horizontal component 10−7

PHMIV ERT Integrity budget for the vertical component 10−9

PFAHOR Continuity budget allocated to the horizontal component 10−7

PFAV ERT Continuity budget allocated to the vertical component 10−9

{σURA,GPSm
}NGPS

m=1

Standard deviation of the clock and ephemeris error
of satellite m used for integrity

1 m

{σURA,SOPn
}NSOP

n=1

Standard deviation of the clock error of SOP n
used for integrity

1 m



1. Evaluating Number of SOPs

The first study is to characterize the effect of the number of SOPs on the PL reduction. The VPL and HPL are first computed
with the GPS measurements only. Then, the number of SOP transmitters was varied as NSOP ∈ {1, . . . , 7}. For each NSOP ,
105 realizations are drawn to compute the average PL reductions from GPS-only solutions to GPS-SOP solutions. The SOP
fault probability was set to 10−4. The results are shown in Figure 3.

1 2 3 4 5 6 7
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n 
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)

VPL reduction
HPL reduction

Figure 3: The average reduction in VPL and HPL after adding different number of SOP measurements. Each data point is obtained by

averaging over 105 Monte Carlo realizations.

The following may be concluded from Figure 3. The number of SOP measurements plays an important role in PL reduction.
Surprisingly, incorporating one SOP measurement in the framework degrades the IM performance. This is likely because the
probability of single SOP transmitter fault is higher than that of GPS. The increased redundancy is not enough to compensate
for the effects of increased probability of fault and larger number of fault modes. Furthermore, adding two or more SOPs will
improve the IM performance significantly under the assumption of SOP fault probability being 10−4. The PL reduction does
not vary by much as NSOP exceeds 5.

2. Evaluating Probability of Faults

As the probability of SOP fault has not been thoroughly characterized, it is essential to evaluate the performance of the
ARAIM+SOP framework under different probability of fault assumptions. In these simulations, the probability of single SOP
fault PSOPn

is swept from 10−5 to 10−1. The SOP measurement is considered to be faulty when multipath or non-line-of-sight
(NLOS) conditions cause unmodeled biases or the SOP transmitter encounters anomalies which induce errors in the estimated
position. The lower bound of PSOPn

is chosen based on the assumption that the SOP measurements are less reliable than GPS
measurements. It is also worth noting that PSOPn

is not likely to be as high as 10−1. However, 10−1 is chosen as an extreme
case to study the performance in extreme regimes. For each NSOP and PSOPn

pair, 105 realizations are drawn to compute the
average PL reduction. The results are shown in Figure 4.

The following conclusions may be drawn from Figure 4. Generally, the PL reduction will decrease with the probability of
SOP transmitter fault increasing. However, in reasonable fault probability ranges (10−5 to 10−3), the IM performance is more
sensitive to the number of SOPs than the probability of fault. With enough SOP transmitters available, the less reliable SOP
measurements (with PSOPn

up to 10−3) can still reduce the PLs significantly. Although less significant, PL reductions can still
be achieved with high probability of SOP fault. It is worth re-iterating that these scenarios are not likely to happen in real life.

V. CONCLUSION

The performance of ARAIM+SOP was characterized by Monte Carlo numerical simulations. The paper analyzed the effect of
the number of SOPs and the SOPs’ fault probabilities on PL reduction. The following conclusions can be drawn from these
analyses. First, the number of SOPs affects the PLs of the ARAIM+SOP framework significantly. Adding only one SOP
could degrade the IM perofrmance. However, adding two or more SOPs will significantly improve the performance, and this
improvement significantly grows up until about 5 SOPs. Beyond 5 SOPs, the improvement does not vary by much. Second,
while incorporating a single faulty SOP does not benefit PL reduction, incorporating multiple highly unreliable SOPs will
reduce the PL.
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Figure 4: The reduction in VPL and HPL for adding different number of SOPs with different probability of SOP fault. (a) VPL reduction.

(b) HPL reduction.
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ABSTRACT
Ephemeris errors and measurement corrections in differential navigation with low Earth orbit (LEO) space vehicles (SVs) are
analyzed. First, orbit errors are characterized for the non-differential case, showing the dependency of the range measurement
errors on the receiver-to-SV geometry. The study is then extended to the differential case, where the maximum differential
range error is found to occur when the baseline is normal to the projected measurement vector from one receiver onto the
local navigation frame. A simulation study is presented to assess the differential navigation performance with 14 Starlink
and 11 OneWeb LEO satellites. The framework fused differenced pseudorange measurements from a base and rover to LEO
SVs with inertial measurement unit (IMU) measurements via an extended Kalman filter (EKF) in a tightly-coupled fashion to
estimate the rover’s states. The simulation considered an aerial vehicle equipped with a tactical-grade IMU, an altimeter, a
GNSS receiver, and a LEO receiver making pseudorange measurements to the LEO SVs. During 300 seconds of flight time,
the vehicle traveled a distance of 28 km, the last 23 km of which were without GNSS, achieving a three-dimensional (3-D)
position root mean squared error (RMSE) of 52 cm, compared to 12.5 m using the non-differential framework. Experimental
results are presented, showing the potential of differential navigation in reducing ephemeris, clocks, and atmospheric errors.
A ground vehicle traversed a distance of 540 m in 60 seconds, the last 492 m of which without GNSS signals, while making
Doppler measurements to 2 Orbcomm and 1 Iridium LEO SVs, whose ephemerides were obtained from two-line element (TLE)
files, propagated with simplified general perturbation 4 (SGP4) orbit propagator. The differential framework yielded a position
RMSE of 7.13 m, compared to 41.29 m using non-differential measurements, and 87.74 m with GNSS-aided IMU.

I. INTRODUCTION
Existing low Earth orbit (LEO) satellite constellations, each of which totaling less than a hundred satellites (e.g., Orbcomm,
Globalstar, Iridium NEXT), are being joined by megaconstellations of LEO satellites, each of which comprising up to thousands



of LEO satellites (e.g., OneWeb, Starlink, Project Kuiper). SpaceX is currently dominating these megaconstellations with about
4,000 functioning Starlink space vehicles (SVs) in LEO, with a possible extension to 42,000. Uninterrupted signals from these
satellites will soon cover the Earth, heralding a new age for opportunistic position, navigation, and timing (PNT) (Kassas et al.,
2019; Jardak and Jault, 2022; Janssen et al., 2023; Menzione and Paonni, 2023; Prol et al., 2023).

Conventional navigation methods that rely on fusing global navigation satellite system (GNSS) receivers with inertial measure-
ment units (IMUs) raise alarming concerns when GNSS signals become unavailable or unreliable due to (i) intentional jamming
(Miralles et al., 2020) or spoofing (Bhatti and Humphreys, 2017), (ii) signal obstruction and multipath in deep urban canyons
(McGraw and Braasch, 1999), and (iii) unintentional interference (Hegarty et al., 2020), leading to unbounded accumulation of
IMU errors.

To address the shortcomings of GNSS, opportunistic navigation using terrestrial signals of opportunity (SOPs) has been studied
extensively, achieving lane-level positioning on ground vehicles (Peral-Rosado et al., 2016; Maaref et al., 2019; Whiton et al.,
2022), and sub-meter-level accuracy on unmanned aerial vehicles (UAVs) (Khalife and Kassas, 2022). The boom in LEO
satellites has attracted researchers’ attention in recent years towards exploiting LEO signals for PNT in either a standalone
fashion (Khalife et al., 2022; Huang et al., 2022; Zhao et al., 2022) or an IMU aiding fashion (Kassas et al., 2019; Farhangian
et al., 2021).

Besides their large abundance around the Earth, several desirable characteristics qualify LEO SVs as promising PNT sources
(Prol et al., 2022): (i) being twenty times closer to Earth than GNSS SVs that reside in medium Earth orbit (MEO) satellites
results in higher received carrier-to-noise ratio, (ii) residing at different altitudes ranging from 160 to 1,000 km with different
orbit orientations offers favorable geometric dilution of precision for accurate position and velocity estimation (Kennewell and
Vo, 2013), and (iii) orbiting at high speed compared to MEO SVs yields more informative Doppler measurements.

However, exploiting broadband LEO satellite SOPs for navigation purposes comes with challenges, as they are owned by private
operators that typically do not disclose crucial information about the satellites’: (i) ephemerides, (ii) clock synchronization and
stability, and (iii) signal specifications. Several studies have been published over the past few years to address satellite orbit,
clock, and propagation errors (Kozhaya et al., 2021; Khairallah and Kassas, 2021; Morton et al., 2022; Cassel et al., 2022; Wang
et al., 2023; Zhao et al., 2023; Wu et al., 2023; Jiang et al., 2023a; Ye et al., 2023; Khalife and Kassas, 2023; Saroufim et al.,
2023; Kassas et al., 2023a); receiver and signal design (Tan et al., 2019; Wei et al., 2020; Bilardi, 2021; Orabi et al., 2021;
Kassas et al., 2021; Neinavaie et al., 2022; Egea-Roca et al., 2022; Huang et al., 2022; Pinell et al., 2023; Yang et al., 2023;
Humphreys et al., 2023; Yang and Soloviev, 2023); and navigation framework design (Farhangian et al., 2021; Psiaki, 2021;
Hartnett, 2022; Singh et al., 2022; Jiang et al., 2022; More et al., 2022; Shi et al., 2023; Guo et al., 2023; Kanamori et al., 2023;
Sabbagh and Kassas, 2023; Farhangian and Landry, 2023; Ries et al., 2023).

Although LEO SVs typically do not transmit their position in their downlink signals, they may be calculated from the publicly
available two-line element (TLE) sets published and updated daily by the North American Aerospace Defense Command
(NORAD). The first line in the TLE contains designation and temporal data, whereas the second line consists of a list of
the standard orbital elements (inclination angle, right ascension of ascending node, eccentricity, argument of perigee, mean
anomaly, and mean motion) defined at a certain time epoch. Using this information, orbit determination algorithms, such as
simplified general perturbation 4 (SGP4), can be used to estimate any LEO SV’s ephemeris (Vallado and Crawford, 2008).
Nonetheless, although SGP4 takes into account atmospheric drag and satellites perturbations, its corresponding propagated TLE
ephemeris results in state error ranging from hundreds of meters to a few kilometers, mostly concentrated in the tangential or
along-track axis of the LEO satellite’s body frame (Khairallah and Kassas, 2021). Even sophisticated high-fidelity numerical
propagators incorporating complex force models, which showed improved propagation accuracy, require prior knowledge of
force parameters that are not publicly available (Vallado, 2005; Hough, 2014; Jones and Weisman, 2019).

Modeling orbit errors has been studied recently for improved opportunistic PNT with LEO satellites. Precise orbit determination
and LEO navigation augmentation were proposed to achieve GNSS-like positioning (Michalak et al., 2021; Meng et al., 2021);
however, access to a GNSS receiver onboard the LEO SVs would be needed, posing additional challenges. An orbit error
compensation method was introduced in (Wang et al., 2023) to improve Doppler positioning accuracy.

Differential navigation offers an alternative technique to correct for satellite orbit, atmospheric, and clock errors (Yan and Zhang,
2022; Jiang et al., 2023b). This technique consists of a base station with a known position, listening to the same satellites as
a navigating rover with an unknown state. The base station transmits measurement corrections to the rover (Parkinson and
Enge, 1996; Hwang et al., 1999). At a sufficiently small baseline distance, differenced measurements from the two receivers
significantly reduce the aforementioned common mode errors mentioned. LEO-based differential navigation was studied using
carrier phase measurements from Orbcomm (Khalife and Kassas, 2019; Khalife et al., 2020), and Doppler observables from
Starlink (Neinavaie et al., 2022; Saroufim et al., 2023) and Iridium (Zhao et al., 2023). A recent study involving a multi-
constellation differential simultaneous tracking and navigation (D-STAN) framework using differenced Doppler measurements
from Starlink, OneWeb, Orbcomm, and Iridium SVs showed promisingly accurate navigation performance, achieving meter-level
accuracy over a trajectory of about a kilometer (Kassas et al., 2023b).



This paper analyzes the dominating along-track error in the LEO SVs orbit and maps this error to the ranging error as seen by a
ground-based receiver. It also analyzes the substantial benefit of the differential framework to reduce this error. This paper makes
the following contributions. First, the pseudorange measurement model is presented for the non-differential and differential
frameworks, and the propagation of ephemeris error onto the measurement model is derived. The analysis is conducted first in
the SV’s orbital plane for the non-differential framework, showing the effect of receiver-to-SV orientation on the measurement
error and receiver localization. The analysis is then extended to the differential scenario, where the receiver-to-SV orientation
is shown to hold a major impact on the differential error. Next, a numerical simulation study is presented, demonstrating the
efficacy of differential navigation in reducing the effect of LEO ephemeris error on the navigation solution. The simulation
considered an aerial vehicle equipped with a tactical-grade IMU, an altimeter, and a LEO satellites receiver listening to 14
Starlink and 11 OneWeb satellites, while a base station communicates its pseudorange measurements from the same LEO SVs
to help with the measurement error corrections and improve the rover navigation performance. The rover traveled a distance
of 28 km in 300 seconds, where GNSS signals were available for the first 60 seconds. The proposed framework achieved a
position three-dimensional (3-D) root mean-squared error (RMSE) of 52 cm. Finally, experimental results are presented for a
ground vehicle navigating for 540 m in 60 s with differential Doppler measurement from 2 Orbcomm and 1 Iridium NEXT LEO
satellites, achieving a 3-D position RMSE of 7.13 m, despite using erroneous LEO SV ephemerides obtained from TLE+SGP4.

The rest of the paper is organized as follows: Section II presents the non-differential and differential measurement models.
Section III shows the effect of ephemeris error on the range measurements. Section IV discusses the simulation results of
a LEO-aided differential navigation. Section V shows experimental results validating the benefit of differential navigation.
Section VI gives concluding remarks.

II. MODEL DESCRIPTION
This section presents the LEO satellites’ pseudorange measurement model in both differential and non-differential frameworks.

1. Non-Differential Measurement Model
Pseudorange measurements ρ from a LEO satellite l extracted by a LEO receiver at time-step k, representing discrete-time
instant tk = kT + t0, is modeled as

ρl(k) = ∥rr(k)− rleo,l(k
′)∥2 + c · [δtr(k)− δtleo,l(k

′)] + cδttrop,l(k) + cδtiono,l(k) + ϵρ,l(k),

where k′ represents discrete-time at tk′ = kT + t0 − δtTOF , with δtTOF being the true time-of-flight of the signal from the
LEO satellite to the receiver; rr and rleo,l are the 3-D position vectors of the receiver and the l-th LEO SV in the Earth-centered-
Earth-fixed (ECEF) reference frame; c is the speed of light; δtr and δtleo,l are the clock biases of the receiver and the l-th LEO
SV, respectively; δtiono,l(k) and δttrop,l(k) are the ionospheric and tropospheric delays from the l-th LEO SV to the receiver at
time-step k, respectively; and ϵρ,l is the pseudorange measurement noise, which is modeled as a discrete-time zero-mean white
Gaussian sequence with variance σ2

ρ,l(k).

2. Differential Measurement Model
The differential pseudorange measurement model across the rover R and the base B is defined as

z
(R,B)
l (k) = ρ

(R)
l (k)− ρ

(B)
l (k)

= ∥rr,R(k)− rleo,l(k
′)∥2 − ∥rr,B(k)− rleo,l(k

′)∥2 + cδt(R,B)
r (k) + cδt

(R,B)
trop,l (k) + cδt

(R,B)
iono,l(k) + ϵ

(R,B)
ρ,l (k),

where

δt(R,B)
r (k) ≜ δt(R)

r (k)− δt(B)
r (k)

ϵ
(R,B)
ρ,l (k) ≜ ϵ

(R)
ρ,l (k)− ϵ

(B)
ρ,l (k).

III. EFFECT OF EPHEMERIS ERROR ON LEO SATELLITES MEASUREMENTS
Each satellite is characterized by its orbital plane, where its motion along the orbit is defined by the rate of change in its true
anomaly. Therefore, a satellite state error that is concentrated in the along-track axis in a low eccentricity orbit can be represented
as a true anomaly angle error. To assess the error at this level, a theoretical analysis is conducted in the satellite’s orbital plane,
where exact relations can be derived and generalized for all LEO SVs’ orbits. This section addresses the LEO SV state errors
reflected in the range measurement for the non-differential and differential configurations.



1. Non-Differential Framework
Define r̂leo,l, ˆ̇rleo,l as the estimated ”erroneous” position and velocity of the lth LEO satellite extracted from the TLEs; ρ̂l is
the corresponding pseudorange measurement; rl and r̂l are the range vectors from the receiver to the lth true and estimated
LEO SV, respectively. To study the impact of the LEO satellite state error on the pseudorange, for simplicity, perfect clocks are
assumed. Hence, the range error ν can be written as

ν = ρl − ρ̂l
= ∥rl∥ − ∥r̂l∥
= ∥rr − rleo,l∥ − ∥rr − r̂leo,l∥.

Given that most of the state error resides in the satellite’s in-track direction, it is beneficial to study this effect in each satellite’s
orbital plane, where all SVs would behave similarly regardless of their orbital elements. Figure 1 illustrates the orbital plane of
satellite l with the projection of the receiver position vector onto this plane. Define e to be the error vector of a LEO satellite in
its orbital plane, namely

e = r̂leo,l − rleo,l
= r̂l − rl.

ˆ̇rleo,l

True Satellite
Position

Estimated satellite
positionReceiver

Moving satellite

Orbital plane

Equatorial plane

r

rl

Normal to

orbital plane

Polar axis

Figure 1: Earth and satellite’s orbit (left). Orbital plane for a non-differential scenario: estimated and actual LEO satellite positions with
corresponding range measurements to a stationary receiver projected onto the satellite’s orbital plane (right).

Denote a variable ’a’ as the L2 norm of its corresponding vector form, i.e., a = ∥a∥. Also, let rop,l, r̂op,l, and rr,op represent
the projections of rl, r̂l, and rr, respectively, on the lth LEO satellite’s orbital plane. Hence, the true orbital plane range can be
written as

rop =
√
r̂2op + e2 − 2r̂op. cos γ.

Assuming a circular orbit for a small in-track error e, leads to r̂leo ≈ rleo. From Figure 1, it can be seen that γ can be written as

γ = φ+
π − θ

2
.

Knowing that the along-track error e is at the order of few kilometers, and the magnitude of the LEO satellite’s position vector
in the ECEF coordinate system, r̂leo is in the range 6550 − 7500 km, resulting in a true anomaly error θ ≈ 0.01°, making the
assumption cos γ ≈ sinφ valid. Taking the satellite position error to be along the direction of motion, the range error can be
written as ν = |rop − r̂op|, where the only variable is φ, leading to

ν = r̂op

(√
1± 2.e. sinφ

r̂op
− 1

)
. (1)



Without prior knowledge of the ephemeris, it is difficult to estimate the magnitude of the SV state error. To circumvent this, a
differential framework is adapted to reduce the effect of SV ephemeris error on the navigation solution.

2. Differential Framework
This subsection analyzes the effect of a satellite ephemeris error at a single time epoch on the differential range measurements
from two stationary receivers. A fixed baseline is assumed to study the impact of the orientation of two receivers with respect
to the satellite on the differential range measurements subjected to orbital errors.

Let rri and b denote the projection of the ith receiver position and baseline onto the LEO satellite orbital plane, respectively, as
illustrated in Figure 2. Following (1), the true range and range residual ν in the orbital plane can be calculated as

ri = r̂i

(√
1 +

2.e. sinφri

r̂i

)

ν = r̂1

(√
1 +

2.e. sinφr1

r̂1
− 1

)
− r̂2

(√
1 +

2.e

r̂2
. sin (φr1 − φr1,r2)− 1

)
, (2)

where the first and second terms in (2) represent the range errors at the first and second receivers, respectively, and

φrr1,r2
= arccos

(
r̂21 + r̂22 − b2

2r̂1r̂2

)
.

ˆ̇rleo

True satellite

position

Estimated satellite

position

Figure 2: Differential scenario in the orbital plane: estimated and actual LEO satellite positions with corresponding range measurements to
two stationary receivers projected onto the satellite’s orbital plane.

Fixing receiver 1 and the orbital plane baseline b, receiver 2 may take any position along the circle centered at receiver 1 with
radius b. Hence, the only variable affecting the differential residual becomes φrr1,r2

, revealing the relationship between the
orientation of the second receiver and measurement error at a specific time step. It can be shown from (2) that the error at the
second receiver eliminates its counterpart on the first receiver when φrr1,r2

is zero, while the largest residual error occurs when
φrr1,r2

is maximum, i.e., when |ψ| = π
2 , which is the angle between the estimated range at the fixed receiver and the baseline.

A simulation was conducted to demonstrate these relationships. A receiver was placed at The Ohio State University, Columbus,
Ohio, USA, and was assumed to listen to a Starlink LEO satellite, producing an estimated range measurement. The second
receiver was moved along 100 different locations centered at the first receiver, with a radius of 5 km, shown in Figure 3(a). The
true satellite position was simulated with a 4 km in-track error along the direction of motion, where the true reference range
measurement was obtained. The two receivers listened to the same SV at each epoch, and the measurements were differenced at
the estimated and true satellite positions for every baseline orientation. The differential residuals at each location of the second
receiver are shown in Figure 3(b) studied in the satellite’s orbital plane, where the maximum differential error was recorded
when the baseline is normal to the projected estimated range vector on the orbital plane. The maximum differential residual for



a 4 km in-track error and 5 km baseline with the Starlink LEO satellite used was found to be 23 m, while almost zero differential
residual is achieved when the baseline is co-linear with the projected estimated range vector at the fixed receiver.
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Figure 3: (a) Baseline orientation showing the locations of maximum and minimum differential range errors. (b) Differential range error and
maximum range error with varying receivers-SV orientation in the orbital plane.

IV. SIMULATION OF DIFFERENTIAL NAVIGATION WITH LEO SATELLITES
This section presents simulation results of a differential framework comprising a moving rover with unknown states and a
stationary basestation with a known position. The rover and base make pseudorange measurements to L LEO satellites, where
the base communicates its position, pseudorange measurements, and measurement noise variance σ2

ρ,l
(B) to the rover. Figure 4

depicts a block diagram of the differential framework adapted by the rover, where IMU measurements are tightly coupled with
GNSS and LEO pseudoranges via an extended Kalman filter (EKF). The following subsections formulate the EKF and present
the EKF error plots.
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Determination
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Receiver

Filter Prediction
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Navigating Vehicle

Figure 4: LEO-aided INS differential framework



1. EKF Formulation
The EKF for the differential framework shown in Figure 4 is implemented to estimate the moving rover’s states and clock state
difference between the base and rover. The state vector is defined as

x = [xr
T, xclk

T]T

xr = [bgq̄
T, rT

r , ṙ
T
r , b

T
gyr, b

T
acc]

T

xclk = [cδt(R,B)
r , cδ̇t(R,B)

r ]

where xr is the vehicle’s state vector, composed of b
gq̄, which is a four-dimensional unit quaternion representing the orientation

of the body frame {b} fixed at the inertial navigation system (INS) with respect to the global frame {g}; rr and ṙr are the
3-D position and velocity of the vehicle expressed in {g}; and bgyr and bacc are the 3-D biases of the IMU’s gyroscope and
accelerometer, respectively, expressed in {b}. The vector xclk is the clock state, composed of the difference between the rover
and the base clock bias and drift. The IMU and clock dynamics models are detailed in (Saroufim et al., 2023), whereas the
strap-down INS kinematic equations used to estimate the orientation, position, and velocity of the rover can be found in (Kassas
et al., 2023a).

2. Simulation
The simulation environment comprised a stationary receiver located at the Electroscience Laboratory, at The Ohio State
University, Columbus, Ohio, USA. The base was equipped with a LEO receiver producing pseudorange measurements to 14
Starlink and 11 OneWeb LEO SVs. A fixed-wing aerial vehicle was simulated to fly for 300 seconds over Columbus, traveling a
total distance of 28 km. The vehicle was equipped with a tactical-grade IMU, an altimeter, a GNSS receiver, and an opportunistic
LEO receiver making pseudorange measurements to the same 25 LEO satellites. For the first 60 seconds, GNSS and altimeter
measurements were fused in a loosly coupled fashion to aid the onboard INS, before cutting off GNSS signals for the remaining
240 seconds. After GNSS cutoff, the aerial vehicle fused altimeter, Starlink, and OneWeb LEO pseudorange measurements,
along with the communicated pseudoranges from the base-station to navigate the rover. The gyroscope and accelerometer
readings were simulated from the vehicle’s kinematics as explained in (Saroufim et al., 2023). The two receivers were equipped
with a high-quality oven-controlled crystal oscillator (OCXO) clocks. Finally, the LEO satellites’ ephemerides were generated
via the Analytical Graphics Inc. (AGI) System Tool Kit (STK) and propagated using High Precision Orbit Propagator (HPOP)
with an elevation mask of 15 degrees.

Table 1: Simulation Environment.

Metric Total No GNSS
Distance [km] 28 23

Time [s] 300 240

Figure 5 illustrates the LEO SVs’ trajectories and the aerial vehicle trajectories: ground truth, GNSS-aided INS, non-differential
LEO-aided INS, and differential LEO-aided INS, while Figure 6 shows the EKF error plots. Note that the GNSS-INS error
bounds diverge rapidly after GNSS-cutoff, and hence are not shown in the EKF plots. Tables 1 and 2 summarize the results.

The geometric and orbital diversity of Starlink and OneWeb shown in Fig. 5 reduce the position dilution of precision (PDOP)
in the east and north directions, causing the vehicle’s states to remain observable in these directions. The error convergence in
the up direction is mainly due to the presence of altimeter corrections throughout the simulation period. These results present
the potential of a sub-meter accuracy with a differential LEO-aided INS navigation, and the significant reduction of common
mode errors including ephemeris and clock effects.

Table 2: Simulation results.

Framework 2-D position RMSE [m] Final error [m]
GNSS-INS 528 1,795

Non-differential LEO-aided INS 12.5 7.1
Differential LEO-aided INS 0.52 0.10



GNSS-aided INS

Differential LEO-aided INS

Base Station

Aerial Vehicle Trajectory

Starlink OneWeb

Non-differential LEO- aided INS

Figure 5: Simulation results showing the aerial vehicle trajectory, estimated trajectory with GNSS-aided INS, non-differential LEO-aided
INS, and differential LEO-aided INS, as well as the SVs’ trajectories used in the study.
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Figure 6: EKF estimation error plots and ±3σ bounds of the aerial vehicle position for differential and non-differential LEO-aided INS in
the ENU frame.

V. EXPERIMENTAL RESULTS
This section demonstrates the significance of differential navigation with LEO satellites experimentally. A ground vehicle
navigated with Doppler measurements from 2 Orbcomm and 1 Iridium NEXT LEO SVs. Note since pseudorange measurements
were not available from these LEO SVs, Doppler measurements were used instead. The vehicle’s ground truth was obtained from
a Septentrio AsteRx SBi3 Pro+ integrated GNSS-INS system with real-time kinematic (RTK), and using an industrial-grade
IMU. The vehicle traveled a total distance of 540 m in 60 seconds in Columbus, Ohio, USA, while a differential base-station
with known position was installed on top of the ElectroScience Laboratory, at The Ohio State University, with a mean baseline
distance of 1.1 km from the ground vehicle (see Fig. 7). During the experiment, the LEO receivers on the base and ground
vehicle were listening to the same 3 SVs. GNSS signals were available for the first 20 seconds, then made virtually unavailable
for the remaining 40 seconds, during which the vehicle traversed 492 m.



Table 3: Trajectory settings

Metric Total No GNSS
Distance [km] 0.54 0.492

Time [s] 60 40

GNSS cutoff

Ground Truth

GNSS-aided INS

Differential 

LEO-aided INS

Non-differential 

LEO-aided INS

Iridium NEXT

Orbcomm

Figure 7: Experimental results showing Orbcomm and Iridium LEO SVs’ trajectories (left), and the navigating vehicle’s trajectory, GNSS-
aided INS trajectory, non-differential LEO-aided INS, and differential LEO-aided INS (right).

To demonstrate the benefit of differential navigation with LEO satellites, the ground vehicle’s attitude, 3-D position and velocity
were estimated and compared to: (i) non-differential LEO-aided INS and (ii) GNSS-aided INS where the vehicle relies solely
on the IMU measurements after GNSS signals were cut off. Fig. 7 shows the vehicle’s true trajectory, GNSS-aided INS,
non-differential LEO-aided INS, and differential LEO-aided INS. Tables 3 and 4 summarize the results.

Table 4: Experimental results

Framework 2-D position RMSE [m] Final error [m]
GNSS-INS 87.74 212.53

Non-differential LEO-aided INS 41.29 112.56
Differential LEO-aided INS 7.13 5.38

VI. CONCLUSION
This paper analyzed the effect of the dominating along-track ephemeris error on the orbital plane range measurement error for
a fixed base-station. The study was then extended to the differential framework, showing that the differential range error due to
ephemeris bias is closely related to the receiver-to-SV orientation. A simulation study was conducted to evaluate the performance
of the differential framework using pseudorange measurements from 14 Starlink and 11 OneWeb LEO SVs. The results showed
a 3-D position RMSE of 52 cm along a 28 km trajectory, compared to 12.5 m using the non-differential framework. Finally,
experimental results of a moving ground vehicle using Doppler measurements from 2 Orbcomm and 1 Iridium SVs reduced the
position RMSE from 87.74 m using GNSS-aided INS, and 41.29 m using non-differential LEO-aided INS, to 7.13 m with the
proposed differential LEO-aided INS framework.
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Abstract—An extensive experimental study to characterize
frequency range 1 (FR1) (i.e., sub-6 GHz) 5th generation (5G)
signals from existing infrastructure for navigation is presented.
The study uses a state-of-the-art 5G navigation software-defined
radio (SDR) to track 5G signals in different environments and
under different conditions to analyze the behavior of the received
carrier-to-noise-ratio (C/N0), which directly affects the precision
of the navigation performance. Three different experimental
scenarios were conducted for this purpose with real 5G signals
and 4th generation (4G) long-term evolution (LTE) signals for
comparison purposes: (i) a stationary indoor scenario to study
the effect of wall and floor partitions, (ii) a stationary outdoor
scenario to study the effect of sampling rate, antenna grade, and
clock quality, and (iii) a mobile outdoor experiment to study the
C/N0 as a function of the range. All three scenarios confirmed
the potential of downlink 4G and 5G signals for navigation.
Index Terms— 5G, 4G, LTE, carrier-to-noise ratio, navigation.

I. INTRODUCTION

The 5th generation (5G) cellular system (also known as
new radio (NR)) has been showing a great potential in many
applications beyond wireless communication, such as enabling
new capabilities in future smart device connectivity, handling
large data exchange for autonomous vehicles, and providing al-
ternative positioning, navigation, and timing (PNT) solutions.
This paper focuses on the latter application by characterizing
the received power of sub-6GHz 5G signals.

The 5G system employs a similar structure to the 4th gener-
ation (4G) long-term evolution (LTE) system, as both systems
use orthogonal frequency division multiplexing (OFDM) for
downlink transmission. By design, the 5G system is very at-
tractive for navigation purposes due to its following attributes:
(1) high carrier frequencies (two main frequency ranges (FRs):
(i) FR1, which spans frequencies from 450 MHz to 6 GHz
and (ii) FR2, which spans frequencies from 24.25 to 52.6
GHz [1]), (2) abundance, (3) geometric diversity, (4) large
bandwidth (up to 100 MHz and 400 MHz bandwidth for
FR1 and FR2, respectively), and (5) high received power.
This paper studies experimentally the received power of 5G
signals. More specifically, the carrier to noise ratio (C/N0) is
characterized through extensive experiments. The C/N0 is an
important metric in determining the navigation performance
with 5G signal: the higher the C/N0, the better the navigation
precision.

The positioning capabilities of 5G have been studied in
the recent years. Different approaches have been proposed,
in which the direction-of-arrival (DOA), direction-of-departure
(DOD), time-of-arrival (TOA), or a combination thereof is
used to achieve accurate positioning with 5G signals. In [2],
the authors investigated the positioning performance of six
different 5G impulse radio waveforms, at the time when there
were no generally accepted 5G waveforms yet. The analysis
showed the capability of millimeter waves (mmWaves) in
achieving sub-meter level accuracy, and the best performance
was achieved with Gaussian raised-cosine, Gaussian pulse,
and Sinc-RCP impulse radio waveforms. The capability of
massive multiple-input-multiple-output (mMIMO) systems in
providing accurate localization through DOA measurements
was studied in [3]. The paper addressed the limitation of DOA
estimation in mMIMO systems in the presence of multipath
by proposing a compressed sensing navigation framework,
which relies on the channel properties to distinguish line-
of-sight (LOS) from multipath components. The proposed
algorithm showed sub-meter positioning accuracy in simu-
lation. Another approach to reduce 5G small cell interfer-
ence and multipath effect in angular localization methods by
combining near-field and far-field effects was proposed in
[4]. Simulation results showed that the proposed approach
improves the angular resolution by orders of magnitude. In [5],
an integrated global navigation satellite system (GNSS)/5G
framework was developed with a particle filter, in which
device-to-device (D2D) range and angle measurements were
assumed between mobile terminals (MTs). An experiment was
performed with simulated GNSS data and emulated 5G D2D
data, where the integrated system reduced the GNSS position
root mean-squared error (RMSE) from around 5 m to about
3 m assuming 10 MTs. In [6], a network-based positioning
framework using joint TOA and DOA measurements was
proposed using cascaded extended Kalman filters (EKFs). The
proposed framework considered the clock biases between the
user equipment (UE) and the 5G base stations (also knows
as gNodeBs or gNBs), and among the gNBs themselves. The
framework was evaluated by simulating a real 5G scenario
using three-dimensional (3-D) ray tracing, where a sub-meter-
level positioning accuracy was demonstrated.

All the aforementioned studies are limited to unrealistic



assumptions, simulations only, and/or laboratory emulated 5G
signals without any experimental demonstrations. The lack of
experiments in the 5G literature is due to: (i) 5G gNBs being
rolled over only recently in a few major cities, (ii) hardware
limitations in transmitting and receiving mmWave signals, or
(iii) the proposed navigation approaches are network-based
approaches and require the user to subscribe to the network.
In the latter situation, the positioning performance will be
limited as only gNBs from a single serving cellular provider
are used. Alternatively, 5G signals could be exploited oppor-
tunistically [7]–[9], increasing the number of available gNBs
without compromising the user’s privacy by requiring network
subscription. This paper characterizes a critical metric for mea-
suring opportunistic navigation performance with 5G signals,
namely the received C/N0. The paper studies experimentally
(i) the effect of different indoor structures and floors on the
5G received C/N0, (ii) the effect of receiver antenna grade,
receiver’s clock quality, and sampling rate on the C/N0, and
(iii) the effect of distance between the receiver and the gNB.

The remainder of the paper is organized as follows. Section
II discusses the methodology for calculating the C/N0 of
received 5G signals. Section III presents experimental results
for both 5G and 4G signals in three different scenarios: (i)
a stationary indoor scenario to study the effect of wall and
floor partitions, (ii) a stationary outdoor scenario to study the
effect of sampling rate, antenna grade, and clock quality, and
(iii) a mobile outdoor experiment to study the effect of range.
Concluding remarks are given in Section IV.

II. METHODOLOGY

This paper characterizes 5G signals from FR1, where most
cellular providers use frequency division duplexing (FDD)
due to its superior performance in providing better cover-
age and lower latency. The C/N0 is obtained by tracking
the primary synchronization signal (PSS) and the secondary
synchronization signal (SSS) using the software-defined radio
(SDR) proposed in [10]–[12]. The C/N0 is calculated as

C/N0 =10 log10

[

∆f(C − σ2
n
)

σ2
n

]

,

C =max
t

{|h(t)|} ,

σ2

n =
1

⌈ 3

4
M⌉ − ⌈ 1

4
M⌉

⌈
3

4
M⌉

∑

ti=⌈
1

4
M⌉

|h(ti)|
2
,

where ∆f is the subcarrier frequency, C is the carrier power,
σ2
n

is the noise power, h(t) is the impulse response estimated
in the tracking loop of the navigation SDR, M is the length
of h(t), and ⌈·⌉ denotes integer rounding towards +∞.

III. EXPERIMENTAL RESULTS

This section characterizes the signal power of existing sub-
6Ghz 5G signals currently in service and assesses their use for
opportunistic navigation in different environments and setups.
Three scenarios are presented comparing the C/N0 of 5G and
4G signals: (1) a stationary, indoor scenario to study the effect

of wall and floor partitions, (2) a stationary, outdoor scenario
to study the effect of the sampling rate, antenna grade, and
receiver clock quality, and (3) a mobile, outdoor experiment
to study the C/N0 as a function of range.

A. Scenario 1: Stationary Indoors
This scenario studies the C/N0 of 4G and 5G signals in

indoor environments.
1) Experimental Setup: In the first scenario, the C/N0 of

FR1-5G and 4G signals are characterized indoors, where the
effect of wall and floor partitions are studied. To this end, 5G
and 4G signals were collected over durations of five minutes at
14 different locations in the Engineering Gateway building at
the University of California, Irvine (UCI), USA. Out of the 14
locations, 12 are labeled with a number and a letter according
to “ij”, where i ∈ {1, 2, 3, 4} corresponds to the floor number
and j ∈ {a, b, c, d, e, f} corresponds to a building area. The
remaining two locations are labeled “bridge” (an indoor bridge
with glass walls on the 3-rd floor connecting the two buildings)
and “elevator” (an elevator in the middle of the building which
was going up and down between floors 1 and 4 during data
collection). At each location, signals from two U.S. cellular
providers were received: T-Mobile and AT&T, transmitting at
four different frequencies in total, as summarized in Table
I. Both gNB1 and eNodeB1 were located on top of the
Engineering Tower building on the UCI campus. In addition to
being from the same operator, gNB2 and eNodeB2 have the
same cell ID. As a result, they are most likely co-located;
however, their exact locations is not known. The receiver
was equipped with four omnidirectional, low-grade, magnetic
mount antennas connected to a quad-channel National Instru-
ments (NI) universal software radio peripheral (USRP)-2955R
to simultaneously down-mix and synchronously sample signals
at the four carrier frequencies with a sampling rate of 10 mega
sampled per second (Msps). The signals were processed in
a post-processing fashion using the 4G and 5G modules of
the Multichannel Adaptive TRansceiver Information eXtractor
(MATRIX) SDR implemented in MATLAB [10], [13]. Fig. 1
shows the environment layout in which the experiment was
performed, the eNodeBs’ and gNBs’ positions from which
signals were collected, and the experimental hardware and
software setup.

TABLE I
ENODEB’S AND GNB’S CHARACTERISTICS

Base station Carrier
frequency [MHz] N

Cell

ID
Cellular provider

gNB 1 872 872 AT&T
gNB 2 632.55 394 T-Mobile

eNodeB 1 739 93 AT&T
eNodeB 2 731.5 394 T-Mobile
eNodeB 3 751/2125 221 T-Mobile

2) Experimental Results: The C/N0 values of the eNodeBs
and gNBs in Table I at each location are shown in Fig. 2. The
following can be concluded from these plots:
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Fig. 1. Environment layout and hardware and software setup of scenario 1.
Map data: Google Earth.

• Both 4G and 5G signals from both providers have con-
sistently similar C/N0 values at the different locations.
As a result, similar navigation accuracy is expected with
FR1-5G signals as with 4G signals.

• There does not seem to be a clear pattern in the C/N0

behavior on different floors or areas in the building. This
conclusion is surprising and implies that a consistent
navigation performance is expected throughout the entire
building.

• Although the elevator walls are metal, the signals inside
the elevator are surprisingly powerful. This can be partic-
ularly useful as pedestrian-mounted receivers going up or
down the floors can maintain track of 4G and 5G signals
and do not need to re-acquire.

B. Scenario 2: Stationary Outdoors
In this scenario, the effect of sampling rate, antenna grade,

and receiver clock quality on the C/N0 is studied.
1) Experimental Setup: The receiver was placed on the

roof of the Anteater parking structure on UCI campus, 300
m away from gNB1 and eNodeB1 with direct LOS. The
hardware setup is similar to that of the stationary indoors setup
in scenario 1, except that two of the omnidirectional low-
grade antennas were replaced by two high-grade 10 Watts,
omnidirectional Laird antennas with a gain of 1.5 dBi. The
antennas were connected to the same USRP mentioned in the

previous setup to simultaneously down-mix and synchronously
sample signals at the four carrier frequencies, which are then
post-processed by the MATRIX SDR. The USRP’s oscillator
was operated in two modes: (i) as a GPS-disciplined oscillator
(GPSDO) (precise frequency standard) and (ii) free running
internal oscillator (typical oven-controlled oscillator (OCXO)).
Moreover, the signals were sampled at (i) 10 Msps and (ii) 20
Msps to study the effect of the sampling rate on the C/N0.
Fig. 3 shows the experimental hardware and software setup.
2) Experimental Results: The C/N0 values of the 4G and

5G signals for different antenna grades, clock qualities, and
sampling rates are shown in Fig. 4. The following can be
concluded from these plots:

• As expected, the C/N0 values with the high-grade (HG)
antenna are consistently 3–6 dB higher than that with
the low-grade (LG) antenna. While these results imply
that investing in a high-grade antenna (around $40 USD
price difference) yields a 3–6dB gain in the C/N0, which
goes a long way in low signal-to-noise ratio (SNR)
applications, it is also important to notice that the C/N0

values with the low-grade antenna are mainly above 50
dB-Hz. Such C/N0 is high enough to produce a reliable
navigation solution. Similar values were obtained indoors
with the low-grade antenna, as indicated in Fig. 2.

• When operating with the GPSDO, the receiver produces
stable values of C/N0. When operating with the USRP’s
internal OCXO, the C/N0 values are less stable initially,
but appear to stabilize around high enough C/N0 values
as time progresses. This implies that such signals are
useful in GNSS-challenged environments (e.g., scenario
1 and in deep urban canyons) or in environments under
spoofing or jamming attacks.

• There does not seem to be any noticeable gain in increas-
ing the sampling rate from 10 Msps to 20 Msps, as the
bandwidth of the 4G and 5G signals under study was 10
MHz.

C. Scenario 3: Mobile Outdoors
This scenario characterizes the C/N0 as a function of the

range r between the receiver and the gNB.
1) Experimental Setup: In this third scenario, the experi-

ment was conducted on Fairview Road in Costa Mesa, Califor-
nia, USA. One of the high-grade Laird antennas was connected
to the USRP, which was in turn mounted on a vehicle and
tuned to listen to FR1-5G signals at a 872 MHz carrier fre-
quency, which corresponds to the U.S. cellular provider AT&T.
The gNB cell ID was 608 and its location was surveyed prior
to the experiment. The USRP’s GPSDO was used throughout
this experiment. The vehicle was equipped with a Septentrio
AsteRx-i V integrated GNSS-inertial measurement unit (IMU)
whose x-axis pointed toward the front of the vehicle, y-axis
pointed to the right side of the vehicle, and z-axis pointed
upward. AsteRx-i V is equipped with a dual-antenna multi-
frequency GNSS receiver and a VectorNav VN-100 micro-
electromechanical system (MEMS) IMU. The loosely-coupled
GNSS-IMU with satellite-based augmentation system (SBAS)
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Fig. 2. Experimental results of scenario 1 showing the C/N0 values of the 2 gNBs and eNodeBs 1 & 2 from Table I in different locations in the Engineering
Gateway building on UCI campus. The solid and dash lines represents the estimated C/N0 time history and the corresponding linear fit, respectively.
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Fig. 3. Hardware and software setup of scenario 2. Map data: Google Earth.

navigation solution produced by AsteRx-i V was used as
ground truth in this experiment. Fig. 5 shows the environment
layout and the experimental hardware and software setup.

2) Experimental Results: The C/N0 was computed along
the trajectory and plotted as a function of the range between
the gNB and the receiver and is shown in Fig. 6 along with
a linear fit. The following can be concluded from this plot.
While simple, the linear model seems to fit well the behavior
of the C/N0 in this semi-urban environment. Such models
can be particularly useful for navigation framework design
and analyses. Moreover, the received 5G signals are surprising
powerful at more than 55 dB-Hz beyond 2 km, which is
a typical cell size in semi-urban environments. This results
implies that the receiver could reliably track signals from
numerous 5G gNBs, which directly improves the navigation
performance.

IV. CONCLUSION

The received power of 5G signals is assessed experimentally
for opportunistic navigation using real 5G signals from exist-
ing infrastructure and a state-of-the-art 5G navigation SDR.
The C/N0 ratio of 5G signals was studied in three different
scenarios: (i) a stationary indoor experiment, (ii) a stationary
outdoor experiment, and (iii) a mobile outdoor experiment on
a ground vehicle. The stationary indoor experiment assessed
the C/N0 of 4G and 5G signals for different floors and room
structures, showing consistent behavior across locations. As a
result, similar navigation accuracy is expected with FR1 5G
signals as with 4G signals. The stationary outdoor experiment
studied the effect of sampling rate, antenna grade, and clock
quality on the received C/N0, showing that acceptable perfor-
mance could be obtained with low-grade antennas and free-
running OCXOs. The mobile experiment demonstrated that the
C/N0 could be modeled as a linear function of the range, and
shows that the C/N0 remains powerful beyond 2 km, which in
turn implies that numerous gNBs can be used for navigation.

ACKNOWLEDGMENT

This work was supported in part by the Office of Naval
Research (ONR) under Grant N00014-19-1-2511; in part
under the financial assistance award 70NANB17H192 from
U.S. Department of Commerce, National Institute of Standards



0 50 100 150 200 250 300
Tim e[s]

45

50

55

60

65

70

[d
B
-H
z]

632.55--LG--GPSDO--10
632.55--LG--GPSDO--20

632.55-HG--GPSDO--10
632.55--HG--GPSDO--20

0 50 100 150 200 250 300
Tim e[s]

45

50

55

60

65

70

[d
B
-H
z]

872--LG--GPSDO--10
872--LG--GPSDO--20
872--LG--Internal--10

872--HG--GPSDO--10
872--HG--GPSDO--20

0 50 100 150 200 250 300
Tim e[s]

45

50

55

60

65

70

[d
B
-H
z]

751--LG--GPSDO--10
751--LG--GPSDO--20
751--LG--Internal--10

751--HG--GPSDO--10
751--HG--GPSDO--20
2125--HG--GPSDO--20

 Carrier Frequency--Antenna--Receiver Clock--Sampling Rate

* Sampling Rate: 10 MHz (10) / 20 MHz (20)

(c)

(b)

(a)

* Receiver Clock: GPS-disciplined oscillator (GPSDO) / USRP (Internal)

* Antenna: Low Grade Antenna (LG) / High Grade Antenna (HG)

Fig. 4. Experimental results of scenario 2 showing the C/N0 values of gNBs
1 & 2 and eNodeB3 from Table I for a stationary outdoor receiver and for
different antenna grade, receiver clock quality, and sampling rate.

and Technology (NIST); and in part by the U.S. Department
of Transportation (USDOT) under University Transportation
Center (UTC) Program Grant 69A3552047138. The authors
would like to thank Mohamad Orabi for his help with data
collection.

REFERENCES

[1] 3GPP, “Base station (BS) radio transmission and reception,” 3rd
Generation Partnership Project (3GPP), TS 38.104, July 2018.
[Online]. Available: https://www.etsi.org/deliver/etsi-ts/138100-138199/
138104/15.02.00-60/ts-138104v150200p.pdf

[2] X. Cui, T. Gulliver, J. Li, and H. Zhang, “Vehicle positioning using 5G
millimeter-wave systems,” IEEE Access, vol. 4, pp. 6964–6973, 2016.

[3] N. Garcia, H. Wymeersch, E. Larsson, A. Haimovich, and M. Coulon,
“Direct localization for massive MIMO,” IEEE Transactions on Signal
Processing, vol. 65, no. 10, pp. 2475–2487, May 2017.

[4] K. Han, Y. Liu, Z. Deng, L. Yin, and L. Shi, “Direct positioning method
of mixed far-field and near-field based on 5G massive MIMO system,”
IEEE Access, vol. 7, pp. 72 170–72 181, 2019.

R
an
ge

[m
] 2000

1000

Time [s]
0

0
20 40 60 80 100 120 140 160 180 200

VectorNavAsteRx-i V 2 Multi-GNSS
Antenna-1 V-100 IMUUSRP-2955

GPS Ant.

5G
A
nt
.

Ground
Truth

PCIe
cable

Fig. 5. Scenario 3: environment layout, hardware and software setup, and
the range between the ground vehicle-mounted receiver and the gNB over the
entire experiment. Map data: Google Earth.

0 200 400 600 800 1000 1200 1400 1600 1800 2000 2200
Range [m]

45

50

55

60

65

70

75

C
/N

0  [
dB

-H
z]

C/N0
Linear fit: C/N0 = -0.003 r + 65.539

Fig. 6. Experimental results of scenario 3 showing the C/N0 values of a
gNB in a semi-urban environment as a function of the range between the gNB
and an outdoor mobile receiver mounted on a vehicle.

[5] L. Yin, Q. Ni, and Z. Deng, “A GNSS/5G integrated positioning
methodology in D2D communication networks,” IEEE Transactions on
Signal Processing, vol. 36, no. 2, pp. 351–362, February 2018.

[6] M. Koivisto, M. Costa, J. Werner, K. Heiska, J. Talvitie, K. Leppanen,
V. Koivunen, and M. Valkama, “Joint device positioning and clock
synchronization in 5G ultra-dense networks,” IEEE Transactions on
Wireless Communications, vol. 16, no. 5, pp. 2866–2881, May 2017.

[7] C. Yang, T. Nguyen, and E. Blasch, “Mobile positioning via fusion of
mixed signals of opportunity,” IEEE Aerospace and Electronic Systems
Magazine, vol. 29, no. 4, pp. 34–46, April 2014.

[8] M. Driusso, C. Marshall, M. Sabathy, F. Knutti, H. Mathis, and
F. Babich, “Vehicular position tracking using LTE signals,” IEEE Trans-
actions on Vehicular Technology, vol. 66, no. 4, pp. 3376–3391, April
2017.

[9] Z. Kassas, J. Khalife, K. Shamaei, and J. Morales, “I hear, therefore
I know where I am: Compensating for GNSS limitations with cellular
signals,” IEEE Signal Processing Magazine, pp. 111–124, September
2017.

[10] K. Shamaei and Z. Kassas, “Receiver design and time of arrival estima-
tion for opportunistic localization with 5G signals,” IEEE Transactions
on Wireless Communications, 2021, accepted.

[11] A. Abdallah, K. Shamaei, and Z. Kassas, “Assessing real 5G signals
for opportunistic navigation,” in Proceedings of ION GNSS Conference,
2020, pp. 2548–2559.

[12] Z. Kassas, A. Abdallah, and M. Orabi, “Carpe signum: seize the signal
– opportunistic navigation with 5G,” Inside GNSS Magazine, vol. 16,
no. 1, pp. 52–57, 2021.

[13] K. Shamaei, J. Khalife, and Z. Kassas, “Exploiting LTE signals for
navigation: Theory to implementation,” IEEE Transactions on Wireless
Communications, vol. 17, no. 4, pp. 2173–2189, April 2018.



IEEE SIGNAL PROCESSING LETTERS, VOL. 30, 2023 389

Exploiting On-Demand 5G Downlink Signals
for Opportunistic Navigation
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Abstract—This letter presents the first user equipment (UE)-
based 5G navigation framework that exploits the “on-demand” 5G
downlink signals. In this framework, the entire system bandwidth
of incoming 5G signals is utilized in an opportunistic fashion.
The proposed framework involves a cognitive approach to acquire
the so-called ultimate reference signal (URS), which includes the
“on-demand” as well as “always-on” reference signals (RSs). Ex-
perimental results are presented showing that the acquired URS:
(i) spans the entire 5G downlink bandwidth, (ii) increases the
carrier-to-noise ratio by 10dBcompared to state-of-the-art 5Guser
equipment (UE)-based opportunistic navigation receiver, and (iii)
reduces significantly the carrier and code phase errors. A ranging
error standard deviation of 2.75 m was achieved with proposed
framework with a stationary receiver placed 290 m away from a
5GgNB in a clear line-of-sight environment, which is lower than the
5.05 m achieved when using the “always-on” 5G downlink signals.
Index Terms—5G, positioning, navigation.

I. INTRODUCTION

F IFTH-GENERATION (5G) cellular signals are envisioned
to play a major role in various positioning and navigation

applications, e.g., automated driving systems (ADSs), Internet
of things (IoT), etc. Network-based positioning approaches have
promised sub-meter-level accuracy with 5G signals [1], [2], [3],
[4]. These approaches require the user to be a subscriber in the
network in order to utilize the downlink/uplink channels between
the 5G base station (also known as gNodeB (gNB)) and the
user equipment (UE). This compromises the user’s privacy by
revealing their accurate location and limits the user to only gNBs
from the network to which they are subscribed. To compensate
for this, UE-based approaches have been studied recently and
showed meter-level positioning accuracy on ground and aerial
vehicles utilizing sub-6 GHz infrastructure [5], [6], [7], [8].
However, unlike previous cellular systems, 5G applies an ultra-
lean transmission policy, which minimizes the transmission of
“always-on” signals; hence, limiting UE-based opportunistic
navigation to only synchronization signals. To demonstrate the
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impact of this limitation, consider the possible 5G downlink
bandwidth Bp, which ranges between 4.32 to 397.44 MHz,
with synchronization signals spanning a bandwidth Bs that
ranges between 3.6 to 57.6 MHz. As such, for Bp = 397.44
and Bs = 57.6, only 14.5% of the bandwidth is being exploited
opportunistically with synchronization signals alone. Higher
bandwidth signals yield more precise time-of-arrival estimates
and facilitate differentiating the line-of-sight (LOS) signal from
multipath components.

This letter makes the following contributions. First, the 5G
downlink signals are discussed and a model for exploiting the
entire bandwidth is presented. Second, an opportunistic naviga-
tion framework that exploits on-demand 5G downlink signals
is proposed. Third, experimental results of the first signal ac-
quisition and tracking of the so-called ultimate reference signal
(URS) is presented, showing that the acquired URS: (i) spans the
entire 5G downlink bandwidth, (ii) increases the carrier-to-noise
(CNR) ratio by 10 dB compared to state-of-the-art 5G user
equipment (UE)-based opportunistic navigation receiver, and
(iii) reduces significantly the carrier and code phase errors. The
proposed framework is shown to exhibit a ranging error standard
deviation of 2.75 m, which is lower than the 5.05 m achieved
with “always-on” 5G downlink signals.

II. 5G KNOWN “ALWAYS-ON” DOWNLINK SIGNALS

This letter proposes a UE-based framework; thus, it only
considers the 5G downlink signal, which employs orthogonal
frequency division multiplexing (OFDM) with cyclic prefix
(CP) for modulation. A 5G frame has a duration of 10 ms,
which consists of 10 subframes, each with a duration of 1 ms.
Each subframe breaks down into numerous slots, each of which
contains 14 OFDM symbols for a normal CP length. The sub-
carrier spacing in 5G is flexible and is defined as Δf = 2µ × 15
[kHz], where μ ∈ {0, . . . , 4} is a pre-defined numerology. Each
subframe is divided into numerous resource grids, each of which
has multiple resource blocks with 12 subcarriers. A resource
element is the smallest element of a resource grid, defined by its
symbol and subcarrier number.

The 5G frame contains two synchronization signals that can be
exploited for navigation: primary synchronization signal (PSS)
and secondary synchronization signal (SSS), which are two
orthogonal maximal length sequences of length 127. PSS has
3 possible sequences and specifies the sector ID of the gNB,
and SSS has 336 possible sequences, which specifies the group
identifier of the gNB. Together, they provide the frame start
time and gNB physical cell ID NCell

ID . The physical broadcast
channel (PBCH) demodulation reference signal (DM-RS) is also
transmitted in the same symbols as the synchronization signals.
Altogether, they form what is called as SS/PBCH block. The
length of the block is 240 subcarriers.
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Fig. 1. The 5G OFDM locally-generated frame.

III. STATE-OF-THE-ART 5G OPPORTUNISTIC RECEIVERS

A. “always-On” Approach
A carrier-aided code phase 5G receiver was developed in [5],

[9] to extract navigation observables from known “always-on”
5G downlink synchronization signals (SSs). A so-called ultimate
SS (USS) was proposed, utilizing the time-domain orthogonality
of downlink signals. The USS is essentially the 5G frame with
a normalized SS/PBCH and zeros elsewhere. This approach is
limited by the ratio of USS bandwidth versus the entire downlink
bandwidth rB,USS and the duty factor rT,USS, which limit the ac-
curacy of the delay and carrier phase estimates, respectively [10].
For different configurations, rB,USS and rT,USS range between
14.5%–36% and 0.0104%–5.33%, respectively. Fig. 1 shows
the USS locally-generated 5G frame in the frequency-domain,
where only the yellow resource elements are known to the UE
and the rest is set to zero. The depicted frame represents a
5G downlink signal with μ = 0, 10 MHz bandwidth, rB,USS =
36%, and rT,USS = 1.33%.

B. Cognitive Approach
The “always-on” approach requires knowing the signal struc-

ture, specifically the reference signals (RSs). To alleviate this,
a cognitive opportunistic navigation (CON) framework was
proposed in [11] to exploit all available RSs, including ones un-
known to the UE. The CON framework successfully estimated a
periodic 5G RS, which was subsequently tracked, and exploited
for navigation. However, the following question arises: How
much of the available resources does the cognitively-acquired
RS capture compared to the “always-on” (i.e., USS)? Given that
the OFDM frame start time is unknown in the CON framework,
the only way to assess the acquired signal is to look at the
narrowness of the normalized autocorrelation function (ACF) of
both RSs, which gives an estimate of the bandwidth that is being
exploited (i.e., rB). The results in [11] showed rB,CON = 25%
versus rB,USS = 36%.

The CON framework suffers from the following limitations
� The acquisition in the CON framework is challenged by

the propagation channel fading and stationarity, which
limits the coherent processing interval (CPI), i.e., the time
interval in which the Doppler, delay, and channel gains are
considered constant. Short CPI means less resources to be
captured in the cognitively-acquired signal.

� The CON framework requires the UE to be in motion to
exploit multiple gNBs transmitting on the same channel.
Yet, to do so, the CON framework uses Doppler subspace to
differentiate between gNBs; thus, the framework acquires
only the most powerful gNB among different gNBs with
similar Doppler profile. This results in acquiring less gNBs
than the “always-on” approach.

� The 5G frame start time remains unknown in the CON
framework; hence, it is not possible to construct the frame
structure of the acquired signal. As such, pre-filtering and

Fig. 2. Block diagram of proposed framework.

power allocation of different RSs cannot be performed,
which affects the fidelity of the acquired signal.

IV. PROPOSED FRAMEWORK

This section presents the proposed framework in which the
on-demand 5G signals are exploited. The framework aims to
maximize rB and rT by exploiting other periodic RSs in the 5G
downlink signals that are unknown to the UE, such as: channel
state information RS (CSI-RS); other DM-RSs for the physical
downlink control channel (PDCCH) and physical data shared
channel (PDSCH); and phase tracking RS (PTRS).

A. Signal Model
The received baseband signal model can be expressed as

r[n] =
N∑
i=1

(αici[τn − tsi [n]] exp (jθi[τn])

+di[τn − tsi [n]] exp (jθi[τn])) + w[n], (1)

where r[n] is the received signal at the nth time instant; αi is the
complex channel gain between the UE and the i-th gNB; τn is the
sample time expressed in the receiver time; N is the number of
gNBs; ci[n] is the periodic RS with a period of L samples; tsi [n]
is the code-delay corresponding to the UE and the i-th gNB at
the nth time instant; θi[τn] = 2πfDi

[n]Tsn is the carrier phase
in radians, with fDi

[n] being the Doppler frequency at the nth
time instant and Ts is the sampling time; di[τn] represents the
samples of some data transmitted from the i-th gNB; and w[n] is
a zero-mean independent and identically distributed noise with
E{w[m]w∗[n]} = σ2

wδ[m− n], where δ[n] is the Kronecker
delta function, andX∗ denotes the complex conjugate of random
variable X .

B. Proposed Approach
The structure of the proposed framework is shown in Fig. 2.

This framework utilizes a so-called URS for 5G opportunistic
navigation, which takes advantage of both “always-on” and “on-
demand’ 5G downlink RSs. Since the USS is always transmitted
in the 5G downlink signal, it is used as a prior to acquire OFDM
resources, which (i) extends the CPI, (ii) uses the USS subspace
to exploit all available gNBs (even gNBs with similar Doppler
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profile), and (iii) allows preprocessing of the acquired replica to
suppress noise and interference and maintain equally-distributed
power among different RSs.
1) USS-Based Acquisition and Tracking: In the acquisition

stage, the USS is used to determine which gNBs are in the UE’s
proximity and obtain a coarse estimate of their corresponding
code start times {t̂si,0}Ii=1 and Doppler frequencies {f̂Di,0

}Ii=1,
where I is the total number of gNBs.

In the tracking stage, the receiver refines these coarse esti-
mates via a phase-locked loop (PLL) and a carrier-aided delay-
locked loop (DLL). At first, node A in Fig. 2 is connected to 1
and the tracking loops use the USS as the local replica.
2) URS Acquisition: After the tracking loop achieves lock,

acquisition of the URS is performed as

URSi �
1

K

K∑
k=1

ŷi,k, (2)

where K is the total number of 5G frames used to capture the
URS and ŷi,k is the received k-th 5G frame, defined as

ŷi,k � exp(−j2πf̂Di,k
[τ k])� rk[(n− �t̂si,k · fs�)L], (3)

where a� b is the element-wise product, �·� rounds the argu-
ment to the nearest integer, (·)L denotes modulo-L operation,
fs is the sampling frequency, and rk and τ k are defined as

rk � [r[(k − 1)L+ 1], r[(k − 1)L+ 2], . . . , r[kL]]T ,

τ k �
[
τ(k−1)L+1, τ(k−1)L+2, . . . , τkL

]T
.

3) URS Preprocessing: A main advantage of the proposed
framework is its ability to estimate the 5G OFDM frame start
time. This allows converting the captured time-domain URS into
5G frame structure (i.e., frequency-domain) where the transmit-
ted symbols are generated, which gives access to each received
5G resource element separately. This capability can be utilized
to pre-filter the acquired URS and minimize interference. The
preprocessing is summarized in Algorithm 1, where γ is a
predefined threshold chosen empirically between 0 and 1, which
depends on the fading channel between the gNB and UE. The
preprocessing stage outputs a modified version of the URS signal
denoted by URS′i.
4) URS Tracking: After acquiring and preprocessing the

URS, node A switches to 2 and uses the URS as the local replica
in standard tracking loops (e.g., as in [12]).

V. EXPERIMENTAL RESULTS

This section presents the first UE-based carrier and code phase
tracking, exploiting the entire sampled 5G downlink bandwidth.
To this end, a stationary National Instrument (NI) universal
software radio peripheral (USRP)-2955 was equipped with a
consumer-grade omnidirectional Laird antenna to receive 5G
downlink signals. The bandwidth was set to 10 MHz and the
carrier frequency was set to 632.55 MHz, which corresponds
to the U.S. cellular provider T-Mobile. The collected data was
stored on a laptop for off-line processing. URS acquisition,
preprocessing, and tracking results are presented next.

A. URS Acquisition and Preprocessing
The USRP recorded 5G signals for 300 seconds. The USS was

used to detect a nearby gNB as in [5]. The gNB was mapped prior
to the experiment and its location was known to the receiver.

Algorithm 1: URS Preprocessing.
Input: URSi

Output: URS′i
1: Convert URSi to frame structure URSf

i (i.e.,
time-domain serial array to matrix)

2: Normalize by maximum magnitude of resource
elements

URSf
i = URSf

i /URSm, URSm � max
{∣∣∣URSf

i

∣∣∣}
3: for x = 0, x++, while x < Number of symbols do
4: for y = 0, y++, while y < Number of subcarriers

do
5: if |URSf

i (x, y)| < γ then
6: URSf

i (x, y)← 0
7: end if
8: end for
9: end for

10: Normalize element-wise: URSf
i = URSf

i ./|URSf
i |

11: Convert URSf
i into time-domain URS′i

Fig. 3. Fame structure of the URS before and after preprocessing.

The receiver determined the gNB cell ID, Doppler, and code
start time through a correlation approach detailed in [5], [9].
The cell ID was obtained from the detected synchronization
sequences as summarized in Section II. A gNB withNCell

ID = 394
was detected. The processing needed to track the Doppler and
code start time followed the steps outlined in Section IV-B, with
γ = 0.2. Due to the limited space in letters, the reader is directed
to [5], [9] for the implementation details of Doppler and code
start time tracking of gNB signals.

After the tracking loops achieved lock, the proposed frame-
work acquired the URS signal for 4 seconds. Then, the acquired
signal was preprocessed as discussed in Algorithm 1. Fig. 3
shows the frame structure of acquired URS before and after
preprocessing.

To study URS’s spectral efficiency rB,URS and duty factor
rT,URS, the number of active subcarriers and symbols was
obtained from the preprocessed URS as shown in Fig. 4. As-
suming that a URS symbol is active if 10 or more subcarriers
are active within that symbol results in having 32 active symbols;
hence, rT,URS = 22.86% compared to rT,USS = 2.86%. For the
bandwidth ratio, Fig. 4 shows that rB,URS = 100% compared
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Fig. 4. (a) Number of active subcarriers for each URS symbol and (b) number
of active symbols for each URS subcarrier.

Fig. 5. Normalized autocorrelation function of the RS estimated with the CON
receiver compared to the USS.

Fig. 6. Cellular 5G tracking results of the proposed URS versus USS: (a) CNR,
(b) carrier phase error, and (c) code phase error.

to rB,USS = 36% and rB,CON = 25%. The advantage of this
increase in bandwidth ratio can be seen in the narrowness of the
URS-ACF as shown in Fig. 5, which gives higher resolution
in the time-domain to discriminate the LOS from multipath
components.

B. URS Tracking Results
Next, the receiver switched to using the URS for tracking

the signal parameters. Fig. 6 shows the tracking results of the
proposed framework utilizing the entire sampled 5G bandwidth
compared to the USS-based approach. It can be seen how the

Fig. 7. Environment layout and ranging error of USS and URS frameworks.

CNR significantly increased by approximately 10 dB when
using the acquired URS. This is due to the fact that in typical
time-of-arrival based ranging, the variance of the ranging error
is a decreasing function of (i) the signal bandwidth and (ii) the
signal-to-noise ratio. In the proposed approach, the bandwidth
of the synchronization signal was increased by learning more
synchronization sequences in higher subcarriers. Moreover, syn-
chronization sequences were learnt in different symbols of the
frame. This resulted in a 10 dB increase in CNR as shown in
Fig. 6. Consequently, the standard deviation of the URS-based
method is significantly decreased compared to that of the USS-
based method. Also, smaller carrier and code phase errors were
obtained by the proposed approach, which translates to better
ranging performance. It is worth noting that the CNR increase
comes with an additional complexity complexity on the order of
O(K · n), from (2) and (3). Also, the URS cannot be used until
after K time-steps. However, this delay is reasonably short, e.g.,
4 seconds in the results herein.

C. Ranging Results
This subsection assesses the ranging performance of the pro-

posed framework. In this stationary scenario, the true range is
fixed (290 m); hence, removing the initial range error results in
the time history of the range error as seen in Fig. 7. Note that
the range error of the proposed URS-based framework drifts
slower than that of the USS-based framework. The range error’s
standard deviation of the USS and URS frameworks were 5.05 m
and 2.75 m, respectively.

VI. CONCLUSION

This letter proposed a framework to exploit the on-demand
5G downlink bandwidth for navigation. The limitations of
existing state-of-the-art “always-on” and cognitive user-based
frameworks were discussed. A model of the 5G received signal
was formulated, and an acquisition approach to capture the
on-demand RSs denoted by URS was presented. Experimental
results showed that proposed approach: (i) acquired a URS that
spans the entire 5G downlink bandwidth, (ii) achieved 10 dB
increase in the C/N0, and (iii) resulted in significantly more
precise code and carrier phase measurements.
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ABSTRACT

This paper demonstrates the first Doppler positioning-based results with Starlink low Earth orbit (LEO) satellites. A
cognitive opportunistic framework is used to detect Starlink’s LEO satellite signals and track the Doppler frequencies
of each Starlink LEO satellite. To this end, a generalized likelihood ratio (GLR)-based test is developed to detect the
LEO satellite signals and estimate their corresponding beacons. A chirp parameter estimator is also proposed to track
the Doppler frequencies from the unknown Starlink signals. Experimental results are presented showing a horizontal
positioning error of 10 m by tracking the Doppler of six Starlink LEO satellites.

I. INTRODUCTION

Theoretical and experimental studies demonstrated the potential of low Earth orbit (LEO) broadband communication
satellites as promising reliable sources for navigation [1–14]. Companies like Amazon, Telesat, OneWeb, and SpaceX are
deploying so-called megaconstellations to provide global broadband internet [15, 16]. In particular, launching thousands
of space vehicles (SVs) into LEO by SpaceX, can be considered as a turning-point in the future of LEO-based navigation
technologies. Signals received by LEO SVs can be about 30 dB stronger than signals received from medium Earth orbit
(MEO) where global navigation satellite systems (GNSS) SVs are placed [17].

Research has shown that one could exploit LEO SV broadband communication signals opportunistically for navigation
purposes [18, 19]. Opportunistic navigation exempts the broadband provider from radical system changes, and does not
require additional costly services and infrastructures. However, in order to draw navigation observables, an opportunistic
framework needs knowledge of the LEO SV signal structure which may not be publicly available. Three of the main
challenges of navigation with Starlink SV signals are (i) limited information about the signal structure, (ii) very-high
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dynamics of Starlink LEO SVs, and (iii) unknown ephemerides. This paper mainly concentrates on the first and second
challenges.

The detection problem of an unknown source in the presence of other interfering signals falls into the paradigm of
matched subspace detectors which has been widely studied in the classic detection literature [20–22]. Matched subspace
detectors are used frequently in radar signal processing, e.g., in source localization in multiple-input multiple-output
(MIMO) radars [23] and passive bistatic radar [24]. In [25], the design of subspace matched filters in the presence of
mismatch in the steering vector was addressed. The performance of low-rank adaptive normalized matched subspace
detectors was studied in [26]. In [27], the idea of subspace matching was used to present a solution to the problem of
detecting the number of signals in both white and colored noise. In [28], the structure of the noise covariance matrix was
exploited to enhance the matched subspace detection performance. In [29], adaptive vector subspace detection in partially
homogeneous Gaussian disturbance was addressed. In the navigation literature, detection of unknown signals has been
studied to design frameworks which are capable of navigating with unknown or partially known signals. The problem
of detecting Galileo and Compass SV signals was studied in [30], which revealed the spread spectrum codes for these
SVs. Preliminary experiments on navigation with partially known signals from low and medium Earth orbit satellites
were conducted in [31–33]. In [34], a cognitive opportunistic navigation framework was proposed to exploit 5G signals
for navigation purposes. This paper builds on the concept of cognitive opportunistic navigation by presenting a receiver
architecture, which is capable of exploiting Starlink signals for navigation. Assuming that Starlink LEO SV downlink
signals contains a periodic reference signal (RS), this paper formulates a matched subspace detection problem to detect
the unknown RSs of Starlink SVs and estimating the unknown period and Doppler frequency.

This paper makes the following contributions. First, a model for the Starlink LEO SV’s downlink signals is presented.
Second, an algorithm is proposed to (i) acquire the Starlink LEO SV signals and (ii) track the Doppler frequency of each
detected SV. Third, next to [19], the first experimental results with Starlink downlink signals is presented in this paper.
In [19], a phase-locked loop was used to track the carrier phase of Starlink LEO SVs. However, the method presented in
[19] relies on tracking the phase of a single carrier at a time, but does not generalize to more complicated sturctures, e.g.,
orthogonal frequency-division multiple access (OFDMA). In this paper, by considering a general model for the Starlink
downlink signals, the unknown parameters of the signal are estimated and used to detect Starlink LEO SVs. Indeed,
the proposed method enables one to estimate the synchronization signals of the Starlink LEO SVs. A demonstration of
the first Starlink LEO SVs detection, Doppler tracking, and positioning results with real Starlink signals is presented,
showing a horizontal position error of 10 m with six Starlink SVs.

The rest of the paper is organized as follows. Section II presents the hardware setup. Section III describes the received
baseband signal model. Section IV and V present the proposed acquisition and Doppler tracking methods, respectively.
Section VI presents the experimental results. Section VII gives concluding remarks.

II. DOWNCONVERTING STARLINK LEO SV SIGNALS

Detailed signal specifications of Starlink downlink signals are not available to the public. The only known information
about these signals are the carrier frequencies and the bandwidths. The Ku-band is used by SpaceX for the satellite-
to-user links (both uplink and downlink) [35]. In order to sample bands of the radio frequency, software-defined radios
(SDRs) can be used. However, Ku/Ka bands are beyond the carrier frequency of most commercial SDRs.

In this paper, a hardware setup is proposed based on downconverting the Starlink LEO SV signals to the L band. A 10
GHz mixer is employed between the antenna and the SDR to downconvert Starlink LEO SV signals from the Ku band
(10.7–12.75 GHz) to the L band (950–2150 MHz). In particular, the hardware downconverts the Starlink LEO SV Ku
band signals, namely 11.325 GHz, to 1.325 GHz. The hardware block diagram can be seen in Fig. 1.

In order to formulate a detection problem to detect the activity of Starlink downlink signals, a signal model is proposed
which solely relies on the periodicity of the transmitted signals. The logic behind the proposed signal model is that
in most commercial communication systems, a periodic RS is transmitted for synchronization purposes, e.g., primary
synchronization signals (PSS) in long term evolution (LTE) and the fifth generation (5G) signals [36]. The following
subsection, presents a model for the Starlink LEO SV’s downlink signals. Moreover, in order to capture the high dynamics
of the Starlink LEO SVs, the proposed signal model considers a second-order polynomial model for the variations of the
Doppler frequency in the processing interval.
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Fig. 1. Two stages down-convertor.

III. PROPOSED SIGNAL MODEL FOR STARLINK LEO SV DOWNLINK SIGNALS

As it was mentioned previously, in most commercial communication systems, a periodic RS is transmitted, e.g., PSS
in OFDMA-based and spreading codes in code division multiple access (CDMA)-based signals [37]. In this paper, the
Starlink LEO SV downlink signal is modeled as an unknown periodic signal in the presence of interference and noise. If
an RS such as PSS in OFDMA-based signals is being periodically transmitted, it will be detected and estimated by the
proposed method. The proposed signal model is

r[n] = αc[τn − ts[n]] exp (jθ[τn])

+ d[τn − ts[n]] exp (jθ[τn]) + w[n], (1)

where r[n] is the received signal at the nth time instant; α is the complex channel gain between the receiver and the
Starlink LEO SV; τn is the sample time expressed in the receiver time; c[τn] represents the samples of the complex periodic
RS with a period of L samples; ts[n] is the code-delay corresponding to the receiver and the Starlink LEO SV at the nth
time instant; θ[τn] = 2πfD[n]Tsn is the carrier phase in radians, where fD[n] is the instantaneous Doppler frequency at
the nth time instant and Ts is the sampling time; di[τn] represents the complex samples of some data transmitted from
the Starlink LEO SV; and w[n] is the complex zero-mean independent and identically distributed noise with variance σ2

w.

Starlink LEO SV’s signals suffer from very high Doppler shifts. Higher lengths of processing intervals require higher
order Doppler models. In order for a Doppler estimation algorithm to provide an accurate estimation of the Doppler
frequency, the processing interval should be large enough to accumulate enough energy. According to the considered
processing interval length in the experiments, it is observed that during the kth processing interval the instantaneous
Doppler frequency is almost a linear function of time, i.e., fD[n] = fDk

+βkn, where fDk
is referred to as constant Doppler,

and βk is the Doppler rate at the kth processing interval. The coherent processing interval (CPI) is defined as the time
interval in which the constant Doppler, fDk

, and the Doppler rate, βk, are constant.

The received signal at the nth time instant when the Doppler rate is wiped-off is denoted by r′[n] , exp(−j2πβkn
2)r[n].

One can define the desired RS which is going to be detected in the acquisition stage as

s[n] , αc[τn − ts[n]] exp (j2πfDk
Tsn) , (2)

and the equivalent noise as

weq[n] = d[τn − ts[n]] exp (j2πfDk
Tsn)

+ exp
(
−j2πβn2

)
w[n]. (3)

Hence, r′[n] = s[n] + weq[n]. Due to the periodicity of the RS, s[n] has the following property

s[n+mL] = s[n] exp (jωkmL) 0 ≤ n ≤ L− 1, (4)
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where ωk = 2πfDk
Ts is the normalized Doppler at the kth CPI, and − 1

2 ≤ ωk ≤ 1
2 . A vector of L observation samples

corresponding to the mth period of the signal is formed as

zm , [r′[mL], r′[mL+ 1], . . . , r′[(m+ 1)L− 1]]T. (5)

The kth CPI vector is constructed by concatenating M vectors of length L to form the ML× 1 vector

yk = [zTkM , zTkM+1, . . . , z
T
(k+1)M−1]

T. (6)

Therefore,
yk = Hks+weqk

, (7)

where s = [s[1], s[2], . . . , s[L]]T, and the ML× L Doppler matrix is defined as

Hk , [IL, exp (jωkL) IL, . . . , exp (jωk(M − 1)L) IL]
T, (8)

where IL is an L× L identity matrix, and weqk
is the equivalent noise vector.

IV. ACQUISITION

In this section, a detection scheme is proposed to detect the existence of Starlink LEO SVs in the carrier frequency of
11.325 GHz within a bandwidth of 2.5 MHz, at k = 0. The following binary hypothesis test is used to detect the Starlink
LEO SV {

H0 : y0 = weq0

H1 : y0 = H0s+weq0
.

(9)

For a given set of unknown variables W0 = {L, ω0, β0}, the GLR detector for the testing hypothesis (9) is known as
matched subspace detector [20,22], and is derived as (see Theorem 9.1 in [38])

L(y0|W0) =
yH
0 PH0y0

yH
0 P⊥

H0
y0

H1

≷
H0

η, (10)

where yH
0 is the Hermitian transpose of y0, PH0 , H0(H

H
0H0)

−1HH
0 denotes the projection matrix to the column space

of H0, P
⊥
H0

, I−PH0 denotes the projection matrix onto the space orthogonal to the column space of H0, and η is the

threshold which is predetermined according to the probability of false alarm. Since, HH
kHk = MIL for all k, the likelihood

can be rewritten as L(y0|W0) =
1

∥y0∥2
1

M2 ∥HH
0y0∥2

−1
, which is a monotonically increasing function of

∥HH
0y0∥2

∥y0∥2 . Hence, the GLR

detector (10) is equivalent to
∥HH

0y0∥2

∥y0∥2
H1

≷
H0

η′, (11)

where η′ is determined according to the desired probability of false alarm. The maximum likelihood of the set W0 is

Ŵ0 = argmaxL,ω0,β0
∥HH

0y0∥2, (12)

It should be pointed out that the estimated Doppler using (12) results in a constant ambiguity denoted by ω0 = 2πf0.
This constant ambiguity is accounted for in the navigation filter.

Fig. 2 demonstrates the likelihood in terms of Doppler frequency and the period for real Starlink downlink signals. The
CPI is considered to be 200 times the period. The Doppler-beacon length subspace for two time instances t0 and t1 where
t1 − t0 = 1s. As it can be seen in this figure, the likelihood’s location is changed from t0 to t1 in the subspace which
demonstrates a Doppler rate of 1609 Hz/s for this Starlink LEO SV.

V. Doppler Tracking

The low effective SNR per degree of freedom in many scenarios, e.g., OFDMA-based signals, may impose a large CPI. The
Doppler estimator in the proposed receiver processes one CPI at a time to estimate the Doppler parameters corresponding
to the CPI. To accumulate enough energy, the number of samples in one CPI, i.e., M , has to be large enough to include
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Fig. 2. Matched subspace detection for real Starlink signals: The Doppler-beacon length subspace for two time instances t0 and t1 where
t1 − t0 = 1s. In this experiment, the likelihood’s location is changed from t0 to t1 in the subspace which demonstrates a Doppler rate of 1609
Hz/s for this Starlink LEO SV.

a sufficient number of complete cycles of the beacon signal. As it was mentioned previously, the Doppler frequency fD[n]
cannot be assumed to be constant during the CPI. The signal part of the observation includes a periodic beacon s[n] of
length L and its Fourier transform can be written as a pulse train with period f0 = 1

L . More precisely,

F

{ ∞∑
i=−∞

α exp (j2πfD[n]n) s[n− iL− nd]

}
=

∞∑
i=−∞

αS (if0)Π (f − fDk
− if0) , (13)

where S(f) = F {s[n]} is the discrete Fourier transform of s[n] and Π(f) is the pulse resulting from the time-varying
Doppler. As such, a proper sliding band-pass filter, is capable of tracking the Doppler frequency changes in different
CPIs from S(f). Tracking the pulse trains from (13) results in an ambiguity of an integer multiple of f0 in the Doppler
estimate. Assuming the Doppler frequency can be modeled as a time polynomial of order p, it can be shown that the
peak-tracking estimator will yield an estimation error that is a time polynomial of order p− 1. Therefore, the magnitude
of the estimation error may grow unacceptably large in a peak-tracking estimator. In many practical scenarios, the
instantaneous Doppler frequency can be modeled as a time polynomial during one CPI; therefore, a more sophisticated
estimator must be employed. Signals whose frequencies increase or decrease as a time polynomial are referred to as chirp
signals. A linear chirp can be written as [39]

c(t) = exp (j2π(βt+ γ)t) , (14)

where β and γ are the parameters of the linear chirp signal. In order for the proposed receiver to have a reliable track of
the instantaneous Doppler frequency, the chirp parameters have to be taken into account.

A. Wigner Distribution and Chirp Parameter Estimation

One classic way of estimating the parameters of a chirp is through the Wigner distribution [39], which for a single chirp
signal c(t) is given by

W (t, f) =

∫ ∞

−∞
c
(
t+

τ

2

)
c∗

(
t− τ

2

)
exp (−j2πfτ) dτ. (15)

For a linear chirp, i.e., c(t) = exp
(
j2π(βt2 + γt)

)
,

W (t, f) = δ (f − (2βt+ γ)) , (16)

where δ(·) is the Dirac delta function. The Wigner distribution concentrates the energy on the time history of the instanta-
neous frequency and can be used to estimate the parameters of a chirp. Direct implementation of (15) is computationally
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inefficient, as the complexity grows with (ML)
3
logML [40]. Alternatively, one can search over certain values of Doppler

rate, i.e., βk, wipe-off the effect of βk in the received signal, and take the FFT of the wiped-off signal to estimate fDk
.

This reduces the overall computational complexity of chirp parameter estimation dramatically.

VI. EXPERIMENTAL RESULTS

This section provides the first results for blind Doppler tracking and positioning with Starlink signals of opportunity. A
stationary National Instrument (NI) universal software radio peripheral (USRP) 2945R was equipped with a consumer-
grade Ku antenna and low-noise block (LNB) downconverter to receive Starlink signals in the Ku band. The sampling rate
was set to 2.5 MHz and the carrier frequency was set to 11.325 GHz, which is one of the Starlink downlink frequencies.
The samples of the Ku signal were stored for off-line processing.

Next, pseudorange rate observables were formed from the tracked Doppler frequencies by (i) downsampling by a factor
D to avoid large time-correlations in the pseudorange observables and (ii) multiplying by the wavelength to express the
Doppler frequencies in meters per second.

Let i ∈ {1, 2, 3, 4, 5, 6} denote the SV index. The pseudorange rate observable to the ith SV at time-step κ = k · D,
expressed in meters, is modeled as

zi(κ) =
ṙTSVi

(κ) [rr − rSVi
(κ)]

∥rr − rSVi(κ)∥2
+ ai + vzi(κ), (17)

where rr and rSVi(κ) are the receiver’s and ith Starlink SV three-dimensional (3–D) position vectors, ṙSVi(κ) is the ith
Starlink SV 2–D velocity vector, ai is the constant bias due to the unknown Doppler frequency ambiguity f0, and vzi(κ) is
the measurement noise, which is modeled as a zero-mean, white Gaussian random variable with variance σ2

i (κ). The value

of σ2
i (κ) is the first diagonal element of Pκ|κ, expressed in m2/s2. Next, define the parameter vector x ,

[
rr

T, a1, . . . , a6
]T
.

Let z denote the vector of all the pseudorange observables stacked together, and let vz denote the vector of all measurement
noises stacked together, which is a zero-mean Gaussian random vector with a diagonal covariance R whose diagonal
elements are given by σ2

i (κ). Then, one can readily write the measurement equation given by z = g(x) + vz, where g(x)
is a vector-valued function that maps the parameter x to the pseudorange rate observables according to (17). Next, a
weighted nonlinear least-squares (WNLS) estimator with weight matrix R−1 is solved to obtain an estimate of x given

by x̂ =
[
r̂Tr , â1, . . . , â6

]T
. The SV positions were obtained from TLE files and SGP4 software. It is important to note

that the TLE epoch time was adjusted for each SV to account for ephemeris errors. This was achieved by minimizing the
pseudorange rate residuals for each SV.

Subsequently, the receiver position was estimated using the aforementioned WNLS. The 3–D position error was found to
be 22.9 m, while the 2–D position error was 10 m.

A skyplot of the Starlink SVs as well as the environment layout along with the positioning results are shown in Fig. 3.

VII. CONCLUSION

The first Doppler positioning-based results with Starlink LEO SVs was demonstrated. In order to detect Starlink’s LEO
SV signals and track the Doppler frequencies of each Starlink LEO SV, a cognitive opportunistic framework was used.
To this end, a GLR-based test was developed to detect the LEO SV signals and estimate their corresponding beacons.
A chirp parameter estimator was also proposed to track the Doppler frequencies from the unknown Starlink signals.
Experimental results showed a horizontal positioning error of 10 m by tracking the Doppler of six Starlink LEO SVs.
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Abstract—A solution separation-based fault detection and
exclusion (FDE) framework is developed for GPS and 5G signal
of opportunity (SOP) aided inertial navigation system (INS). The
proposed framework fuses an inertial measurement unit (IMU)
with GPS and 5G pseudorange measurements in a tightly-coupled
fashion via an extended Kalman filter to estimate the ground
vehicles’ attitude, position, velocity, and clock errors. Solution
separation tests are exploited to detect and exclude faults from
GPS and 5G signals due to transmitter failures and local threats
in urban environments (e.g., multipath). Experimental results are
presented to evaluate the efficacy of the proposed framework
under different sensor fusion scenarios. It is shown that fusing
5G signals enhances the FDE performance of the multi-sensor
system in a suburban scenario: while INS/GPS fails to detect
faulty GPS measurements, the INS/GPS/SOP is able to detect
the fault. Moreover, over a trajectory of 1.91 km traversed in
200 s, using signals from two 5G gNBs, the INS/GPS/5G system
achieved a position root-mean squared error (RMSE) of 0.81 m
and maximum position error of 2.17 m. The undetected GPS
fault in the INS/GPS system increased the RMSE and maximum
position error to 1.83 m and 4.25 m, respectively.

Index Terms—opportunistic navigation, RAIM, fault detection,
solution separation, 5G.

I. INTRODUCTION

The world is fast approaching an era of autonomous driving,
which is powered by recent developments in artificial intelli-
gence (AI), computing, communication as well high-precision
navigation technologies. However, ensuring safety of the auto-
mated driving function is one of the most significant obstacles
facing the development, commercialization, and adoption of
fully-automated vehicles. Analysis of reported accidents that
involved automated vehicles indicate that most of the wrong
decisions from the self-driving system are triggered by failures
in the positioning, navigation, and perception system [1].

Ground vehicle navigation systems utilize global navigation
satellite system (GNSS) receivers and a suite of onboard sen-
sors, e.g., lidar, camera, radar, inertial navigation system (INS),
etc. GNSS receivers are relied upon to provide a navigation
solution in a global frame and to correct for accumulating
errors due to the bias and drift of sensor dead reckoning.
While achieving higher levels of navigation accuracy has been
a classic requirement, the trustworthiness in the navigation

This work was supported in part by the U.S. Department of Transportation
(USDOT) under Grant 69A3552047138 for the CARMEN University Trans-
portation Center (UTC) and in part by the National Science Foundation (NSF)
under Grant 2240512.

solution, commonly assessed by integrity measures, as well
as the ability of fault detection and exclusion (FDE) is
evermore vital in the safety-critical application of automated
driving. To ensure safe navigation, automated vehicles need to
instantaneously detect receiver and sensor failures and have the
capability of excluding possible faults to maintain continuous
high-integrity navigation.

Current GNSS technologies are insufficient to support the
transition of ground vehicles to full automation in terms
of accuracy, integrity, and availability [2]. While analysis
indicates that driverless vehicles will need centimeter-level
navigation accuracy on local and residential streets [3], single
point positioning (SPP) can only achieve meter-level accuracy
[4]. Integration of GNSS receivers with an INS improves
the navigation solution by taking advantage of the short-term
accuracy of the INS, coupled with the long-term stability
of the GNSS solution. However, sub-meter-level accuracy is
achievable with certain augmentation systems and real-time
kinematic (RTK) only under certain favorable conditions [5].
In terms of integrity and availability, recent work demonstrated
that in a sample downtown environment (Chicago urban corri-
dor), availability of GPS-only positioning was less than 10% at
most locations. While integration of multi-constellation GNSS,
INS, wheel speed sensors, zero velocity updates, and vehicle
kinematic constraint improved the availability significantly, it
was still challenging to maintain availability after the vehicle
traversed 4,500 m in an urban environment [6].

Recently, signals of opportunity (SOPs) [7]; e.g., cellular
signals [8]–[11], digital television [12], and FM [13]; have
been been demonstrated as an attractive alternative or sup-
plement to GNSS signals. For vehicular navigation in urban
environments [14]–[16], cellular SOPs are particularly attrac-
tive due to their inherent attributes: abundance, geometric and
spectral diversity, high received power, and large bandwidth.
With the fast deployment of fifth-generation (5G) cellular
systems, their navigation capabilities have attracted extensive
research efforts [17]–[22]. Recent literature exploited down-
link 5G signals and showed favorable positioning accuracy
[23], [24].

Integrity monitoring of multi-sensor integrated navigation
has attracted research efforts during the last couple of decades
[25]. Receiver autonomous integrity monitoring (RAIM),
which was initially introduced in aviation, has been adapted
to account for multi-constellation GNSS measurements [26]



(e.g., Galileo [27], GLONASS [28], and Beidou [29]), aiding
sensors (e.g., INS-GPS [30], lidar-GNSS [31], vision-GPS
[32], and multi-sensor collaborative [33]), and terrestrial SOPs
[34]–[36]. As tightly-coupled GNSS/INS is widely adopted
for vehicular navigation, different integrity monitoring frame-
works have been proposed, e.g., extended RAIM [37], solution
separation [38], residual-based method [39], and innovation-
based method [40]. Initial studies to characterize the integrity
monitoring improvement for automated driving, upon fusing
GPS signals with terrestrial SOPs, was conducted in [41], [42].
However, the research on FDE for opportunistic navigation,
especially for SOP-aided inertial navigation is rarely found
in the literature. An extended Kalman filter (EKF)-based
solution separation RAIM, which fuses sequential GNSS and
SOP measurements was proposed in [43]. Nevertheless, a
simple vehicle dynamics models was adopted and no fault
exclusion results were presented. This paper extends the
previous work by incorporating an INS and developing the
FDE algorithm. To this end, a solution separation-based FDE
framework is developed for INS/GPS/5G. Solution separation
tests are exploited to detect and exclude faults from GPS
and 5G signals due to transmitter failures and local threats in
urban environments (e.g., multipath). Experimental results are
presented to evaluate the efficacy of the proposed framework
under different sensor fusion scenarios. It is shown that fusing
5G signals enhances the FDE performance of the multi-sensor
system in a suburban scenario: while INS/GPS fails to detect
faulty GPS measurements, the INS/GPS/SOP is able to detect
the fault. Moreover, over a trajectory of 1.91 km traversed
in 200 s, using signals from two 5G gNBs, the INS/GPS/5G
system achieved a position root-mean squared error (RMSE) of
0.81 m and maximum position error of 2.17 m. The undetected
GPS fault in the INS/GPS system increased the RMSE and
maximum position error to 1.83 m and 4.25 m, respectively.

The rest of the paper is organized as follows. Section II
introduces navigation models for GPS/SOP-aided INS. Section
III describes the proposed integrity monitoring framework.
Section IV presents the experiment results in a suburban
environment and compares the FDE performance of different
sensor fusion scenarios. Section V concludes the paper.

II. GPS/SOP-AIDED INERTIAL NAVIGATION

This section describes foundational models for the
INS/GPS/SOP tightly coupled navigation framework, includ-
ing the GPS and terrestrial SOP pseudorange measurement
models, the aided INS states, the dynamics of the vehicle-
mounted receiver and cellular SOP clocks, and the EKF-based
navigation framework.

A. GPS Pseudorange Measurement Model

The ground vehicle is equipped with a receiver which makes
pseudorange measurements to M GPS satellites. Let zG(k)
denote the GPS measurement vector at time-step k defined as

zG(k) = [zG1 (k), . . . , zGm(k), . . . , zGM (k)]
T
,

where zGm(k) is the m-th GPS pseudorange measurement at
time-step k, after compensating for ionospheric and tropo-
spheric delays and satellite’s clock bias, which is modeled
as

zGm(k) = ∥rr(k)− rGm(k)∥2 + c · δtr(k) + vGm(k), (1)

where rr(k) and rGm(k) are the receiver and m-th satellite’s
three-dimensional (3–D) position vectors, respectively; c is the
speed of light; δtr(k) is the GPS receiver’s clock bias; and vGm
is the measurement noise, which is modeled as a zero-mean
white Gaussian sequence with variance (σG

m)2(k).

B. Terrestrial SOP Pseudorange Measurement Model
The ground vehicle-mounted receiver also makes pseu-

dorange measurements from N terrestrial SOPs, which are
assumed to be stationary with known positions. Let zS(k)
denote the SOP measurement vector at time-step k, defined
as

zS(k) = [zS1 (k), . . . , z
S
n(k), . . . , z

S
N (k)]

T
,

where zSn(k) is the n-th SOP measurement at time-step k,
which can be modeled as

zSn(k) = ∥rr(k)− rSn∥2 + c · [δtSr (k)− δtSn(k)] + vSn(k), (2)

where rSn and δtSn(k) are the 3–D position and clock bias of the
n-th SOP transmitter, respectively; δtSr (k) is the the receiver’s
clock bias (assumed to be different than the GPS receiver’s
clock bias δtr(k)); and vSn(k) is the measurement noise, which
is modeled as a zero-mean white Gaussian sequence with
variance (σS

n)
2(k).

C. Aided INS
The vehicle-mounted IMU produces 3–D angular veloc-

ity measurements ωimu(k) and specific force measurements
aimu. An EKF is used to fuse IMU, GPS, and 5G SOP
measurements [44]. The EKF state vector is defined as

x ≜ [beq
T
, rTr , ṙ

T
r , b

T
gyr, b

T
acc,x

T
clk,r,x

S
clk

T
]
T

, (3)

where b
eq is the 4–D unit quaternion, representing the ve-

hicle’s orientation, i.e., rotation from Earth-centered, Earth-
fixed (ECEF) frame {e} to vehicle body frame {b}, ṙr is
the vehicle’s speed, bgyr is the gyroscope’s 3–D bias, bacc is
the accelerometer’s 3–D bias, xclk,r = [δtr, δ̇tr]

T
is the GPS

receiver clock error state vector, with δ̇tr denoting the receiver
clock drift; and xS

clk captures the difference between the SOP
receiver and each of the SOPs’ transmitters clock errors.

The discrete-time dynamics of xclk,r and xS
clk is assumed to

follow the standard double integrator model, driven by process
noise [44].

The time-update of b
eq, rr, and ṙr are performed using

ECEF strapdown mechanization equations with the gyroscope
and accelerometer measurements [45]. The EKF measurement-
update corrects the time-updated states x̂(k + 1|k) using
available GPS and SOP pseudorange measurements. The EKF
measurement-updated states x̂(k + 1|k + 1) and associated
estimation error covariance P(k+1|k+1) are computed using
standard EKF update equations [44].



III. SOLUTION SEPARATION-BASED RAIM WITH FDE

This section describes the solution separation-based RAIM
for aided INS, which fuses measurements from IMU, GPS,
and SOPs, to detect and exclude faults from GPS and SOP
measurements. Note that the proposed frameworks assume no
fault condition in IMU measurements.

A. Framework Overview

As shown in Fig. 1, the proposed aided INS RAIM frame-
work extends the framework developed in [43] by incor-
porating INS and fault detection functionality. The integrity
monitoring system utilizes a bank of filters, upon which
solution separation tests are conducted to detect potential faults
from the ranging measurement, while assuming the INS is
faultless. When faults are detected, exclusions are tried to
resume normal operation.

B. Solution Separation Test

The test statistics are chosen to be the difference between
the position estimates from the main filter, r̂(0)(k|k), and the
position estimates from the subfilters, r̂(i)(k|k) [43]. The test
statistics vector can be expressed as

x(i)
ss (k) = r̂(0)(k|k)− r̂(i)(k|k), i = 1, . . . , Nss, (4)

where Nss is the number of subfilters, i.e., the number of
faulted hypotheses to be monitored.

As shown in [46], the covariance of the i-th solution
separation vector can be computed as

Σ(i)
ss (k) = P(i)(k|k)−P(0)(k|k). (5)

This enables the framework to calculate Σ
(i)
ss without having

the cross-correlation between the main filter and subfilters.
The test threshold for the i-th hypothesis in the q-th direc-

tion is set to meet a predefined probability of false alert Pfa

under nominal conditions according to

Ti,q = Q−1(αi,qPfa)σ
(i)
ss,q, (6)

where Q−1(·) is the inverse Q-function, αi,q is the allocation
coefficients of the false alert budget to q direction of the i-th
fault mode, and σ

(i)
ss,q is the q-th diagonal element of Σ(i)

ss .

C. FDE and Filter Management

After each time-step, when the system receives new pseu-
dorange measurements, the test statistics of all subsets on
all three directions are compared with their corresponding
test thresholds. The system will be determined as in normal
operation if all the tests pass, i.e.,

x(i)
ss,q < Ti,q, i = 1, . . . , Nss, q = 1, 2, 3. (7)

Otherwise, if any of the above tests fails, the system is deemed
as in faulty conditions and the fault exclusion algorithm tries to
recover the system by excluding the measurements associated
with the failed tests.

The fault exclusion algorithm consists of reconstructing the
filters and recalculating the estimation solutions. For example,

if any of the three tests for the i-th subset fails at time-step kd,
the subsets will be reconstructed based on the measurements
excluding the ones associated with the i-th subset. The new
subsets will be reinitialized based on the estimation solution
from the main filter at time-step kd − kcon, where kcon
is a design parameter to allow the reconstructed subsets to
converge. The reconstructed subsets will be propagated from
time kd − kcon to the current time kd. The purpos of the
recalculation is twofold: (i) to rule out the possibility that
the faulty measurements have contaminated the navigation
solution before time-step k, and (ii) to recover the convergence
of the reconstructed subfilter, so that the system can resume
normal operation immediately, rather than waiting for future
measurements until the filters converge. If the new subsets pass
all the solution separation tests at time-step kd, the system
resume to normal operation with the remaining measurements
after the exclusion. Otherwise, an alarm will be raised, as no
possible exclusion is available. Algorithm 1 summarizes the
FDE and filter management calcululations.

Algorithm 1 FDE and filter management

Input: Nss, k, kcon, {x̂(0)(j|j)}kj=1, {P(0)(j|j)}kj=1,
{x̂(i)(k|k)}Nss

i=0 , {P(i)(k|k)}Nss
i=0 , {z(j)}kj=1, {ωimu(j)}kj=1,

{aimu(j)}kj=1

Output: {x̂(i)(k|k)}Nss
i=0 , {P(i)(k|k)}Nss

i=0

1: f ← 0
2: for i ∈ {1, . . . , Nss} do
3: if any test (6) fails for x̂(i)(k|k) then
4: f ← i
5: break
6: end if
7: end for
8: if f ̸= 0 then
9: {ze(j)}kj=1 ← {z(j)}kj=1 excluding {zf (j)}kj=1

10: ke ← k − kcon
11: Reconstruct subsets at ke
12: Initialize {x̂(i)

e (ke|ke)}Nss−1
i=0 , {P(i)

e (ke|ke)}Nss−1
i=0

with corresponding element from x̂(0)(ke|ke),
P(0)(ke|ke)

13: Propagate filters to calculate {x̂(i)
e (k|k)}Nss−1

i=0 ,
{P(i)

e (k|k)}Nss−1
i=0

14: for i ∈ {1, . . . , Nss − 1} do
15: if any test (6) fails for x̂(i)

e (k|k) then
16: Return Fault with no exclusion
17: end if
18: end for
19: {x̂(i)(k|k)}Nss

i=0 ← {x̂
(i)
e (k|k)}Nss−1

i=0

20: {P(i)(k|k)}Nss
i=0 ← {P

(i)
e (k|k)}Nss−1

i=0

21: Nss ← Nss − 1
22: return Fault with exclusion
23: else
24: return No fault
25: end if
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Fig. 1. Solution separation RAIM for INS/GPS/SOP tightly-coupled navigation.

IV. EXPERIMENTAL RESULTS

To demonstrate the proposed FDE framework and evaluate
its performance under different sensor fusion scenarios, i.e.,
INS/GPS and INS/GPS/SOP, an experiment was conducted
with a ground vehicle navigating in a suburban environment
while collecting measurements from the on-board IMU, GPS,
and two 5G gNBs.

A. Experimental Setup and RAIM Parameters

The experiment was conducted in Costa Mesa, California,
USA. Two consumer-grade cellular omnidirectional Laird an-
tennas were connected to a quadchannel National Instrument
(NI) universal software radio peripheral (USRP)-2955 which
was mounted on a ground vehicle. Two channels of the USRP
was set up to sample 5G signals, which were processed
by a software-defined radio (SDR) receiver to produce SOP
pseudorange measurements. The vehicle was also equipped
with a Septentrio AsteRx-i V integrated GNSS-IMU system
to produce an RTK-corrected navigation solution, which are
used as ground truth in this experiment. The raw IMU mea-
surements and GPS pseudoranges from the Septentrio GNSS-
IMU system are fed into the proposed framework to produce
an INS/GPS/5G navigation solution and support FDE.

During the experiment, the ground vehicle was able to track
9 GPS satellites and receive 5G signals from 2 ambient gNB
towers. The experiment environment and 5G tower locations
are shown in Fig. 2.

The integrity risk budget. i.e., probability of hazardous
misleading information (PHMI), are set to be 10−4/h. The
probability of false alert is targeted at 10−3/h. The probability
of fault for both GPS and 5G towers is set to be 10−2/h and the
time of influence for each fault is set to be 120 s . Considering
the measurement rate in this experiment is 5 Hz yields RAIM
parameters in the notation of per point as shown in Table I.

TABLE I
RAIM PARAMETERS

Parameter Definition Value

{σGPS
URA,m}Mm=1 User Range Error for GPS 5 m

{σS
URA,n}

N
n=1 User Range Error for SOP 5.48 m

PHMIHOR
Integrity budget for the
horizontal component 1.1× 10−9

PHMIVERT
Integrity budget for the

vertical component 1.1−11

Pfa,HOR
Continuity budget allocated to

the vertical component 5.6× 10−8

Pfa,VERT
Continuity budget allocated to

the vertical component 5.6× 10−10

{PGPSm}Mm=1
Probability of a single

GPS satellite fault 5.6× 10−7

{PSOPn}Nn=1
Probability of a single

SOP fault 5.6× 10−7

B. Experimental Results

Since the experiment was conducted in a suburban en-
vironment, which was not as challenging for GPS and 5G
signals, and the GPS and 5G pseudorange measurements were
produced by advanced receivers, no faults appeared in the
pseudoranges. To mimic GPS faults, it was hypothesized that
the ionospheric and troposhperic errors for the GPS satellite
with PRN 7 were not properly corrected, which caused ranging
errors with an average magnitude of 4.57 m.

The ground vehicle traversed a trajectory of 1.91 km in
200 seconds. The proposed framework was first implemented
by fusing INS and GPS measurements. As shown in Fig.
3, the test statistic of INS/GPS did not surpass the test
threshold, which indicates that the system failed to detect the
hypothesized fault in the GPS satellite. However, in the case
where two 5G towers were fused, the test statistic increased
and test threshold decreased to a level that the system could
detect the GPS fault.



Fig. 2. Experiment layout, ground-truth trajectory (green), and navigation solutions with hypothesized fault GPS measurements: INS/GPS (blue) and
INS/GPS/5G (red).

After the fault got excluded by the FDE algorithm described
in Section III-C, the INS/GPS/5G achieved a position RMSE
of 0.81 m and maximum position error of 2.17 m. The unde-
tected GPS fault increased the RMSE and maximum position
error to 1.83 m and 4.25 m, respectively, as summarized in
Table II.

Fig. 3. Test statistics (solid) and test thresholds (dashed) for INS/GPS (blue)
and INS/GPS/5G (red)

TABLE II
PERFORMANCE COMPARISON BETWEEN INS/GPS AND INS/GPS/5G

INS/GPS INS/GPS/SOP
RMSE (m) 1.8309 0.8116
Maximum error (m) 4.2505 2.1686

V. CONCLUSION

This paper developed a solution separation-based RAIM
framework for INS/GPS/SOP tightly-coupled navigation sys-
tems. This framework conducts solution separation tests to
instantaneously detect and exclude ranging measurement faults
from GPS and SOP. The FDE performance of the proposed
framework was validated experimentally, where 5G signals
were exploited to improve FDE over fusing INS only with
GPS signals. It was shown that fusing 5G enables the system
to detect a fault from GPS satellites, which fusing only INS
and GPS fails to detect. With the faulty measurements detected
and excluded, INS/GPS/5G achieved a position RMSE of 0.81
m, while INS/GPS yielded a RMSE of 1.83 m. The FDE also
reduced the maximum error from 4.25 m to 2.17 m.
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Introduction
quick search of the phrase “Global Positioning System 
(GPS)” on the Aviation Safety Reporting System (ASRS) 
returns 579 navigation-related incidents since Janu-
ary 2000. The ASRS is a publicly available reporting 

system established by NASA to identify and address issues 
reported by frontline personnel in the aviation system [1]. 
A deeper look at the data reveals that, out of these 579 inci-
dents, a malfunction or failure was detected in navigation 
sensors with the following occurrences: 508 in “GPS & Oth-
er Satellite Navigation,” 34 in “Navigational Equipment and 
Processing,” 14 in “Flight Dynamics Navigation and Safety,” 
12 in “Altimeter,” and 6 in “Positional/Directional Sensing.” 
Among these incidents, 100 are suspected to be due to GPS 
jamming and interference, leading to the loss of the main 
and auxiliary GPS units in some cases. What is alarming 
is the increasing trend of GPS interference—the majority of 
the aforementioned incidents took place since 2019. What 
is more, previously undisclosed U.S. Federal Aviation Ad-
ministration data for a few months in 2017 and 2018 detail 
hundreds of aircraft losing GPS reception. On a single day in 
March 2018, 21 aircraft reported GPS problems to air traffic 
controllers near Los Angeles, CA, USA [2]. These and other 
incidents uncover the vulnerabilities of existing aircraft 
navigation systems, which are highly dependent on global 

navigation satellite system (GNSS) signals and their aug-
mentation systems (e.g., ground-based augmentation sys-
tems and space-based augmentation systems) [3], [4]. There 
is an urgent need for complementary robust and accurate 
navigation systems to ensure aviation safety.

In 2019, the International Civil Aviation Organization 
issued a working paper titled “An Urgent Need to Address 
Harmful Interferences to GNSS,” where it concluded that 
harmful radio-frequency (RF) interference to GNSS sig-
nals would prevent the full continuation of safety and ef-
ficiency benefits of GNSS-based services. Moreover, there 
was a call for supporting multidisciplinary development 
of alternative positioning, navigation, and timing strategy 
and solutions to complement the use of GNSS in avia-
tion [5]. In 2021, the U.S. Department of Transportation 
released the “Complementary Positioning, Navigation, and 
Timing (PNT) and GPS Backup Technologies Demonstra-
tion Report” to Congress. The report concluded that, while 
there are suitable, mature, and commercially available 
technologies to back up or complement GPS, none of these 
systems alone can universally back up the PNT capabili-
ties provided by GPS and its augmentations, necessitating 
a diverse universe of PNT technologies [6]. Moreover, in 
2021, the National Institute of Standards and Technology 
issued a report on “Foundational PNT Profile: Applying the 

A

Abstract—This article presents the first demonstration of navigation with cellular signals of opportunity (SOPs) on 
a high-altitude aircraft. An extensive flight campaign was conducted by the Autonomous Systems Perception, Intel-
ligence, and Navigation Laboratory in collaboration with the U.S. Air Force to sample ambient downlink cellular 
SOPs in different regions in Southern California, USA. Carrier phase measurements were produced from these sig-
nals, which were subsequently fused in an extended Kalman filter along with altimeter measurements to estimate 
the aircraft’s state (position, velocity, and time). Three flights are performed in three different regions: 1) rural, 2) 
semiurban, and 3) urban. A multitude of flight trajectories and altitudes above ground level (AGL) was exercised in 
the three flights: 1) a 51-km trajectory of grid maneuvers with banking and straight segments at about 5,000 ft AGL, 
2) a 57-km trajectory of a teardrop descent from 7,000 ft AGL down to touchdown at the runway, and 3) a 55-km tra-
jectory of a holding pattern at about 15,000 ft AGL. The estimated aircraft trajectory is computed for each flight and 
compared with the trajectory from the aircraft’s onboard navigation system, which utilized a GPS receiver coupled 
with an inertial navigation system and an altimeter. The cellular SOPs produced remarkable sustained navigation 
accuracy over the entire flight trajectories in all three flights, achieving a 3D position root mean-squared error of 
10.53 m, 4.96 m, and 15.44 m, respectively.
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Cybersecurity Framework for the Responsible Use of PNT 
Services,” where it identified signals of opportunity (SOPs) 
and terrestrial RF sources (e.g., cellular) as a mitigation 
category that applies to the PNT profile [7].

Among terrestrial RF SOPs, cellular signals have shown 
tremendous potential as an alternative PNT source [8] be-
cause of their inherently desirable attributes:

 ■ Abundance: Cellular base stations are abundant in most 
locales, with the number of base stations slated to in-
crease dramatically with future cellular generations.

 ■ Geometric diversity: Cellular base stations are placed in 
favorable geometric configurations by construction of 
the cellular infrastructure.

 ■ Frequency diversity: In contrast to GNSS signals, cellular 
signals are transmitted at a wide range of frequencies, 
which makes them more difficult to be simultaneously 
jammed or spoofed.

 ■ High received power: The received cellular carrier-to-
noise ratio (CNR) is commonly tens of decibels higher 
than that of GNSS signals, even in deep urban canyons 
and indoor environments [9].

 ■ High bandwidth: Downlink cellular signals can be up 
to 20 MHz [in 4G long-term evolution (LTE)] and even 
higher in future generations, which yields precise time-
of-arrival estimates.

 ■ Free to use: The cellular infrastructure is already opera-
tional; thus, with specialized receivers, navigation ob-
servables (pseudorange, carrier phase, and Doppler) can 
be extracted from the “always-on” transmitted signals.
Recent results have shown the ability of cellular SOPs 

to yield meter-level-accurate navigation on ground vehi-
cles [10], [11] in urban environments and submeter-level-
accurate navigation on unmanned aerial vehicles (UAVs) 
[12], [13]. Moreover, the robustness and availability of 
cellular SOPs have been demonstrated in a GPS-jammed 
environment [14].

Assessing cellular signals for aerial vehicles has been 
the subject of several studies recently [15]. These studies 
span radio channel modeling [16], [17]; evaluation of signal 
quality in terms of received signal power [18], [19], interfer-
ence from cellular transmitters [20], [21], [22], and coverage 
and connectivity [23], [24], [25]; and standards recommen-
dations [26], [27]. However, the majority of these studies 
focused on evaluating cellular signals for communication 
purposes with little attention to evaluating them for naviga-

tion purposes [28]. Moreover, they 
considered UAVs flying at low alti-
tudes (up to 500 ft) and slow speeds 
(up to 50 km/h). A recent study re-
vealed that cellular signals can be 
acquired and tracked at altitudes as 
high as 23,000 ft above ground level 
(AGL) and at horizontal distances 
of more than 100 km from cellular 

transmitters [29]. However, the potential of cellular SOPs 
for high-altitude aircraft navigation has not been thorough-
ly assessed. This article aims to perform the first assess-
ment of cellular SOPs for aircraft navigation by addressing 
the following question: Can cellular SOPs be received and 
exploited at aircraft altitudes to produce a robust naviga-
tion solution?

To answer this question, an unprecedented aerial flight 
campaign was conducted in March 2020 by the Autonomous 
Systems Perception, Intelligence, and Navigation (ASPIN) 
Laboratory in collaboration with the U.S. Air Force (USAF) 
at the Edwards Air Force Base (AFB), CA, USA. The cellu-
lar software-defined radios (SDRs) of the ASPIN Laboratory 
were flown over on a USAF Beechcraft C-12 Huron, a fixed-
wing aircraft, to collect ambient cellular signals. This unique 
dataset consists of combinations of flight runs over three 
different environments (rural, semiurban, and urban) with 
altitudes ranging up to 23,000 feet and a multitude of trajec-
tories and maneuvers, including straight segments, banking 
turns, holding patterns, and ascending and descending tear-
drops performed by members of the USAF Test Pilot School. 
During these large-scale experiments, terabytes of samples 
of 3G code-division multiple access (CDMA) and 4G LTE sig-
nals were recorded under various conditions.

This article provides the first extensive demonstra-
tions of their kind of utilizing cellular SOPs for navigation 
purposes on high-altitude aircraft. The aim of these dem-
onstrations is to show that, should GNSS signals become 
unavailable or unreliable mid-flight, cellular SOPs could 
be used to produce a sustained and accurate navigation so-
lution over trajectories spanning tens of kilometers.

To demonstrate the feasibility of aircraft navigation with 
cellular SOPs, three flights are performed in three different 
regions: 1) rural, 2) semiurban, and 3) urban. A multitude 
of flight trajectories and altitudes AGL was exercised in the 
three flights: 1) a 51-km trajectory of grid maneuvers with 
banking and straight segments at about 5,000 ft AGL, 2) a 
57-km trajectory of a teardrop descent from 7,000  ft AGL 
down to touchdown at the runway, and 3) a 55-km trajec-
tory of a holding pattern at about 15,000 ft AGL.

The aircraft’s trajectory is estimated for each flight ex-
clusively from cellular SOPs using an extended Kalman 
filter (EKF). The estimated aircraft trajectory is com-
pared with the aircraft’s onboard navigation system, which 
used a GPS-aided inertial navigation system (INS) and an 

The cellular SOPs produced remarkable navigation accuracy in 
all three flights, achieving a position RMSE of 10.53 m, 4.96 m, 
and 15.44 m, respectively.

Authorized licensed use limited to: The Ohio State University. Downloaded on October 13,2023 at 15:30:15 UTC from IEEE Xplore.  Restrictions apply. 



IEEE INTELLIGENT TRANSPORTATION SYSTEMS MAGAZINE  •  153  •  JULY/AUGUST 2023IEEE INTELLIGENT TRANSPORTATION SYSTEMS MAGAZINE  •  152  •  JULY/AUGUST 2023

 altimeter. The cellular SOPs pro-
duced remarkable navigation accu-
racy in all three flights, achieving 
a position root mean-squared er-
ror (RMSE) of 10.53 m, 4.96 m, and 
15.44 m, respectively.

The rest of this article is organized 
as follows. The “Model Description” 
section describes the aircraft dynam-
ics and cellular SOP measurement model. The “Navigation 
Framework” section formulates the EKF navigation frame-
work. The “Experimental Setup and Flight Regions” section 
describes the experimental setup with which the aircraft 
was equipped and overviews the environments in which 
the flight campaigns took place. The “Aerial Navigation 
Results” section presents experimental aircraft navigation 
results exclusively with cellular signals. The “Conclusion” 
section gives concluding remarks.

Model Description
This section describes the aircraft dynamics and cellular 
SOP measurement models used in the rest of the article.

Aircraft Dynamics Model
Depending on the aircraft’s motion and sensor suite, differ-
ent dynamic models can be used to describe its dynamics. 
The goal of this article is to assess the minimum perfor-
mance of aircraft navigation with cellular SOPs exclusively. 
As such, a simple, yet effective continuous Wiener process 
acceleration model is employed, which upon discretization 
at a constant sampling interval T, is given by
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tion of the aircraft expressed in a North-East-Down (NED) 
frame, and wpva  is a discrete-time zero-mean white noise 
sequence with covariance Qpva  given by
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where ,  denotes the Kronecker product, and SNED _u  
, , ,q q qdiag N E Du u u6 @  where ,qNu  ,qEu  and qDu  are the NED jerk 

continuous-time noise power spectra, respectively. It should 
be noted that more complicated dynamic models can 
be used to describe the aircraft’s dynamics, e.g., Singer 

 acceleration, mean-adaptive acceleration, circular motion, 
curvilinear motion, and coordinated turn, among others 
[30]. Of course, if an INS is available, its measurements can 
be used to describe the aircraft’s motion, while the INS is 
aided with cellular SOPs [31].

Clock Error Dynamics Model
Wireless standards require cellular base stations to be 
synchronized to within a few microseconds, which is order 
of magnitudes higher than the nanosecond requirements 
in GNSS. As such, the base station clock errors, which are 
dynamic and stochastic, must be accounted for in the navi-
gation filter when navigating with cellular SOPs. A typical 
model for the dynamics of the clock error states is the so-
called two-state model, composed of the clock bias td  and 
clock drift ,t

.
d  given by

 ( ) ( )x x wk k k1 Fclk clk clk clk+ = +^ h  (2)

where wclk  is a discrete-time zero-mean white noise se-
quence with covariance ,Qclk  and
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The power spectra Sw tdu  and Sw t
.
du  are determined by the 

quality of the oscillator from which the clock signal is de-
rived [32].

SOP Measurement Model
ASPIN Laboratory’s SDR, called the Multichannel Adaptive 
Transceiver Information Extractor (MATRIX), produces 
several types of navigation observables. To get the highest 
possible precision, carrier phase observables are exploited 
for navigation, which after some manipulations can be 
modeled as [14]

( ) ( ) ( ) ( ), , , ,r rz k k c t k v k n N1 2n r s n n2n fd= - + + =  (4)

where rsn  is the nth cellular base station’s 3D position vec-
tor; c is the speed of light; tnd  is the overall clock error in the 
nth carrier phase measurement, which combines the effect 
of receiver and base station clock biases and the initial car-
rier phase ambiguity; N is the total number of available base 

ASPIN Laboratory’s SDR, called the Multichannel Adaptive 
Transceiver Information Extractor, produces several types of 
navigation observables.
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stations; and ( )v kn  is the measurement noise, which is mod-
eled as a discrete-time zero-mean white Gaussian sequence 
with variance ( ).kn

2v  The measurement noise variance can 
be modeled as a function of the CNR [33], [34].

Altimeter Measurement Model
Since cellular base stations appear to have similar altitudes 
for a high-flying aircraft, their vertical dilution of precision 
(VDOP) will be very large. To circumvent this issue, the al-
timeter data zalt  derived from the aircraft’s onboard naviga-
tion system is used in addition to the cellular carrier phase 
measurements in the measurement-update step in the EKF.

Navigation Framework
This section formulates the EKF navigation framework based 
on the models presented in the “Model Description” section.

EKF Model
Let , , ,x x x xpv clk clkN1 f_

R R RR6 @  denote the state to be estimat-
ed, where , .x c t c tn nclkn _ d d

Ro6 @  Using (1) and (2), one can 
write the dynamics of x as

 ( ) ( ) ( )x x wk k k1 F+ = +  (5)

where , , ,diagF F F Fpva clk clkf_ 6 @ and ( )w k  is the overall 
process noise vector, which is a zero-mean white sequence 
with covariance , ,diagQ Q Qpva clk_ r6 @  and
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where Qclkr  and Q n
N

1clksn =" ,  have the same form as in (3), ex-
cept that Sw tdu  and Sw t

.
du  are replaced with the receiver and nth 

base station’s clock process noise spectra, respectively. Note 
that the cross correlations in Qclkr  come from  combining the 
effect of the receiver and cellular base station clocks in the 
same state. Since the receiver clock bias is common to all 
clock states, the cross correlations in Qclkr  will be the receiv-
er clock’s process noise covariance [35].

The measurement vector defined by ( ) ( ),z k z kalt_ 6  
( ), , ( )z k z kN1 f R@  is used to estimate x in the EKF. In vec-

tor form, the measurement equation is given by

 ( ) ( ) ( )z h x vk k k= +6 @  (6)

where ( )h x k6 @  is a vector-valued function defined as 
( ) ( ) , ( ) , , ( )h x x x xk h k h k h kN1alt f_ R6 6 6 6 6@ @ @ @@  w i t h 

( ) ( ) ( ),xh k z k v kralt alt= +6 @ ( ) ( )x r rh k kn r s 2n_ - +6 @  
( ),c t knd  and ( ) ( ), ( ), , ( )v k v k v k v kN1alt f_ R6 @  is the mea-

surement noise vector, which is modeled as a zero-mean 
white Gaussian random vector with covariance ( )kR _  

( ), ( ), , ( ) .k k kdiag N1
2 2

alt
2 fv v v6 @

An EKF is implemented given the dynamics and mea-
surement models in (5) and (6) to produce an estimate of 

( )x k  using all measurements up to time step k, denoted by 
( ),x k k;t  and an associated estimation error covariance de-

noted by ( ).k kP ;  The EKF is initialized from two succes-
sive position priors according to the framework discussed 
in [35]. The EKF process and measurement noise covari-
ances are described in the next section.

EKF Settings
The measurement rate was /. ;T 0 08 3 s=  the jerk process noise 
spectra were chosen to be / ,q 18 m sN
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These clock process noise covariance matrices assumed 
the receiver to be equipped with a typical temperature-
compensated crystal oscillator (TCXO), while the cellular 
base stations are equipped with a typical oven-controlled 
crystal oscillator (OCXO) [8].

The altimeter measurement error variance ( )k2
altv  was 

assumed to be .5 m2  The cellular measurement noise vari-
ances were calculated as a function of the CNR and receiver 
parameters, as discussed in [33] and [34]. The range of values 
taken by the measurement noise variances is explicitly stat-
ed for each region in the “Aerial Navigation Results” section.

Experimental Setup and Flight Regions
This section overviews the experimental setup used for data 
collection and processing. It also describes the flight regions.

Hardware and Software Setup
The C-12 aircraft was equipped with a universal software 
radio peripheral (USRP) with consumer-grade cellular 
antennas to sample three cellular bands and store the 
samples on a desktop computer for offline processing. The 
stored samples were postprocessed with the 3G and 4G cel-
lular modules of MATRIX. The SDR produces navigation 
observables: Doppler frequency, carrier phase, and pseu-
dorange, along with corresponding CNRs. The hardware 
setup is shown in Figure 1.

The aircraft’s ground-truth trajectory was taken from the 
C-12’s onboard Honeywell H764-ACE EGI INS/GPS, which 
provided time–space–position information at a 1-Hz data 
rate. The accuracy specifications are tabulated in Table 1.

Flight Regions
Three flights are reported in this article, each of which took 
place in one of three regions: 1) Region A: a rural region in 
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Edwards AFB, CA; 2) Region B: a semiurban region in Palm-
dale, CA; and 3) Region C: an urban region in Riverside, CA. 
Different maneuvers were planned over the three regions to 
test several aspects of aircraft navigation with cellular SOPs.

Figure 2 shows the regions in which the experiments 
were performed as well as the aircraft trajectory for each 
flight. The 3G base transceiver stations (BTSs) and 4G eNo-
deBs were mapped via the method described in [36]. The 
mapped towers were cross-checked via Google Earth and 
online databases and are shown in Figure 2. This article 
investigates the potential of cellular SOPs for navigation; 
therefore, mapping the SOPs will not be discussed.

Aerial Navigation Results
This section presents experimental results demonstrat-
ing high-altitude aircraft navigation using the framework 
discussed in the “Model Description” section in the three 
regions shown in Figure 2.

Aerial Navigation in Region A
The test trajectory in Region A consisted of 1) a 24-km straight 
segment, followed by 2) a 270° banking turn of length 18 km, 
and 3) a final 9-km straight segment. The total distance 
traveled by the aircraft was more than 51 km, completed in 

9 min. The aircraft maintained an altitude of approximately 
5,000  ft AGL throughout the trajectory. During this flight, 
three RF channels were sampled at 1) 881.52 MHz, which 
is a 3G channel allocated for the U.S. cellular provider 
Verizon Wireless; 2) 731.5 MHz, a 4G LTE channel allocated 
for T-Mobile; and 3) 751 MHz, also a 4G LTE channel allo-
cated for Verizon. A total of 11 cellular SOPs were heard dur-
ing the experiment: six 3G BTSs and five 4G eNodeBs. 
The 11 cellular SOPs were acquired at different times and 
tracked for different durations based on signal quality. 
Figure 3(a)–(c) shows the time history of the 1) measured 
CNRs, 2) pseudorange measurements, and 3) pseudorange 
error (pseudorange minus the true range) for all 11 cellu-
lar SOPs, respectively. One can see from  Figure  3(c) that 

Metric Blended INS/GPS Accuracy 

Position 5 m, spherical error probable

Velocity 0.01 m/s 

Heading 0.015° 

Pitch/Roll 0.01° 

Table 1. Honeywell H764-ACE EGI accuracy.

Layer A

Layer B
Layer C

Power
Strip

BCellular Antennas

C-12 Aircraft Ms. Mabel

Equipment Rack

Hardware Setup

Quad-Channel
USRP-2955

Aircraft GPS Antenna

Aircraft
Navigation
System

3 Laird Antennas
4G at 731.5 MHz, T-Mobile
or 4G at 1,955 MHz, AT&T

4G at 751 MHz, Verizon
or 4G at 739 MHz, AT&T
or 4G at 2,145 MHz, T-Mobile

3G at 881.52 MHz, Verizon

GPS Antennas

Power Strip A

FIG 1 Hardware setup with which the C-12 aircraft was equipped.
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 pseudorange tracking is lost for some of the cellular SOPs at 
or around 300 s, which is when the aircraft starts banking 
to perform the 270° turn. In addition to the high dynamics 
of the banking turn, it is suspected that the aircraft’s wings 
and body block or severely attenuate some of the signals 
during banking, causing loss of tracking. Using the expres-
sions of the measurement noise variances as a function of 
the CNR and receiver parameters in [33] and [34], ( )knv  was 
found to vary between 1.44 and 9.47 m.

Next, the state vector x of the aircraft was estimated 
using the carrier phase measurements obtained from the 
cellular SOP receivers via the EKF discussed in the “EKF 
Model” section. The total position RMSE was calculated to 

be 10.5  m over the 51-km trajec-
tory, traversed in 9 min. Figure 4 
shows the aircraft’s true and esti-
mated trajectories. Figure 5 shows 
the EKF estimation error plots and 
corresponding sigma bounds for 
the aircraft’s position and velocity 
states. It is important to note that 
the position error in the EKF is 

the largest during the turn. This is due to 1) the measure-
ment errors due to the high dynamics of the banking turn, 
which severely stressed the tracking loops, and 2) the mis-
match in the dynamics model assumed in the EKF since 
a 270° banking turn has significantly different dynamics 
than the assumed continuous Wiener process acceleration 
model. However, as mentioned earlier, the purpose of this 
study is to highlight the minimum performance that can 
be achieved with cellular SOPs. It is important to note that 
the average distance between the aircraft and the BTSs or 
eNodeBs was around 30 km over the entire trajectory, with 
eNodeB 4 being tracked at a 100-km distance in the first part 
of the trajectory.

Edwards (Rural)

Palmdale (Semiurban)

Riverside (Urban)

California, USA

Region C

Region B

Region A

(a) (b)

FIG 2 (a) Regions A, B, and C in which the flight campaigns took place. The yellow pins represent 3G and 4G cellular towers that were mapped and 
analyzed in this study. (b) The aircraft trajectories in all regions (shown in red). Geographic points of interest in each region, shown by green crosses, 
were chosen according to the designed trajectories.

It is suspected that the aircraft’s wings and body block or 
severely attenuate some of the signals during banking,  
causing loss of tracking.
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Aerial Navigation in Region B
The test trajectory in Region B consisted of 1) an approach to 
General William J. Fox Airfield, followed by 2) a touch and 
go. The total distance traveled by the aircraft was more than 
57 km completed in 11 min. The aircraft descended from an 
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FIG 3 (a) Time history of the CNRs for all of the base stations used to 
compute the navigation solution in Region A. (b) Time history of the 
pseudoranges estimated by the cellular SOP receivers and the 
corresponding true range in Region A. The initial values of the 
pseudoranges and ranges were subtracted out for ease of comparison. 
(c) Time history of the pseudorange error (pseudorange minus the true 
range) for all cellular SOPs in Region A. The error is driven by a common 
term, which is the receiver’s clock bias. The errors increase significantly 
at around 300 s, which is when the turn starts. The high dynamics of a 
banking turn inject stress on the tracking loops. The initial values of the 
pseudorange errors were subtracted out for ease of comparison.

1

2

3

3G at 881.52 MHz
4G at 731.50 MHz
4G at 751.00 MHz

Region A at 5,000 ft AGL

Ground Truth
Estimated

10.4 m

1.1 km
20

 km

FIG 4 Experimental layout and results in Region A showing BTS and 
eNodeB positions, true aircraft trajectory, and aircraft trajectory estimated 
exclusively using cellular SOPs. The aircraft traversed a total distance of 
51 km in 9 min during the experiment. The position RMSE over the entire 
trajectory was found to be 10.5 m.
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altitude of 7,000 ft AGL. During this flight, three RF chan-
nels were sampled at 1) 881.52 MHz, which is a 3G channel 
allocated for the U.S. cellular provider Verizon Wireless; 
2) 731.5 MHz, a 4G LTE channel allocated for T-Mobile; and 
3) 739 MHz, also a 4G LTE channel allocated for AT&T. A 
total of 14 cellular SOPs were heard during the experiment: 
nine 3G BTSs and five 4G eNodeBs. The 14 cellular SOPs 
were acquired at different times and tracked for different 
durations based on signal quality. Figure 6(a)–(c) shows the 
time history of 1)  measured CNRs, 2)  pseudorange mea-
surements, and 3) pseudorange error (pseudorange minus 
the true range) for all 14 cellular SOPs, respectively. Using 
the expressions of the measurement noise variances as a 
function of the CNR and receiver parameters in [33] and 
[34], ( )knv  was found to vary between 1.3 to 4.43 m.

Next, the state vector x of the aircraft was estimated using 
the carrier phase measurements obtained from the cellular 
SOP receivers via the EKF discussed in the “EKF Model” sec-
tion. The total position RMSE was calculated to be 4.95 m over 
the 57-km trajectory, traversed in 11 min. Figure 7 shows the 
aircraft’s true and estimated trajectories. Figure 8 shows the 
EKF estimation error plots and corresponding sigma bounds 
for the aircraft’s position and velocity states. It is important to 
note that the aircraft’s  position estimate on touchdown is less 

than 3 m away from the true position and is well within the 
runway. In addition, the geometric diversity becomes poor af-
ter the sixth minute as the aircraft is flying on one side of the 
SOPs. This explains the increasing sigma bounds in Figure 8.

Aerial Navigation in Region C
The test trajectory in Region C consisted of a holding pat-
tern over Riverside Municipal Airport. The total distance 
traveled by the aircraft was more than 55 km, completed 
in 8.5 min. The aircraft maintained an altitude of approxi-
mately 15,000 ft AGL throughout the trajectory. During this 
flight, two RF channels were sampled at 1) 881.52  MHz, 
which is a 3G channel allocated for the U.S. cellular pro-
vider Verizon Wireless; 2) 1,955 MHz, a 4G LTE channel 
allocated for AT&T; and 3) 2,145 MHz, a 4G LTE channel al-
located for T-Mobile. A total of 11 cellular SOPs were heard 
during the experiment: seven 3G BTSs and four 4G eNo-
deBs. The 11 cellular SOPs were acquired at different times 
and tracked for different durations based on signal qual-
ity. Figure 9(a)–(c) shows the time history of 1) measured 
CNRs, 2) pseudorange measurements, and 3) pseudorange 
error (pseudorange minus the true range), for all 9 cellular 
SOPs, respectively. Similar to the first flight, one can see 
from Figure 9(c) that pseudorange  tracking is lost for some 
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FIG 5 EKF plots showing the time history of the position and velocity errors in Region A as well as the 3! v  bounds. As expected, the EKF performs 
poorly in the second leg, where the mismatch between the true aircraft dynamics and the assumed EKF model is highest.
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of the cellular SOPs when the aircraft starts banking to 
perform the turns in the holding pattern. Using the expres-
sions of the measurement noise variances as a function of 
the CNR and receiver parameters in [33] and [34], ( )knv  
was found to vary between 1.73 and 5.69 m.

Next, the state vector x of the aircraft was estimated us-
ing the carrier phase measurements obtained from the cel-
lular SOP receivers via the EKF discussed in the “EKF Model” 
 section. The total position RMSE was calculated to be 15.44 m 
over the 55-km trajectory, traversed in 8.5 min. Figure 10 
shows the aircraft’s true and estimated trajectories. Figure 11 
shows the EKF estimation error plots and corresponding sigma 
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FIG 7 Experimental layout and results in Region B showing BTS and 
eNodeB positions, true aircraft trajectory, and aircraft trajectory estimated 
exclusively using cellular SOPs. The aircraft traversed a total distance of 
57 km in 11 min during the experiment. The position RMSE over the 
entire trajectory was found to be 4.96 m. Note that the position estimate 
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well within the runway.
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bounds for the aircraft’s position and velocity states. As expect-
ed, the measurement errors and the mismatch in the dynamics 
model assumed in the EKF are more severe during the turns.

Discussion
The navigation performance in all three regions is sum-
marized in Table 2.

The achieved results unveiled the remarkable potential of 
utilizing cellular SOPs for sustained accurate high-altitude 
aircraft navigation. The results presented herein, although 
promising, can be further improved upon in several ways. 
The following are key takeaways and design considerations 
for reliable aircraft navigation with cellular SOPs:

 ■ Accounting for the aircraft dynamical model mismatch: 
Aircraft, such as the C-12, can perform a variety of 

highly dynamic maneuvers. The 
dynamics model employed in the 
EKF in this study did not perfect-
ly capture the aircraft dynamics 
throughout its trajectory, leading 
to an increased estimation error 
due to the mismatch between the 
actual aircraft’s dynamics and 
the dynamical model assumed by 

the EKF. This mismatch can be mitigated by using ap-
propriate dynamical models for fixed-wing aircraft or 
more elaborate dynamical models (e.g., Wiener pro-
cess acceleration, Singer acceleration, mean-adaptive 
acceleration, a semi-Markov jump process, circular 
motion, curvilinear motion, and coordinated turns, 
among others [30]) coupled with adaptive estimation 
techniques [37], [38], [39], [40], [41], [42]. Alternatively, 
if access to raw inertial measurement unit (IMU) data 
is available, a kinematic model with IMU measurements 
can be used as is the case with most INS-aiding tech-
niques [10], [31].

 ■ Accounting for statistical model mismatch: The air-
craft’s process noise covariance assumed by the EKF’s 
dynamical model was found via offline tuning and by 
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The achieved results unveiled the remarkable potential of 
utilizing cellular SOPs for sustained accurate high-altitude 
aircraft navigation.
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analyzing the aircraft’s maneuvers from ground-truth 
data. In addition, the process noise covariances of the 
aircraft’s receiver clock were set at typical TCXO val-
ues, and the cellular SOP transmitter clocks were set 
at typical OCXO values. While these values represent 
good approximations for the aircraft’s receiver clock 
quality as well as the quality of typical cellular SOP 
transmitters, mismatches between the assumed values 
and the actual values can be mitigated via adaptive esti-
mation techniques [43], [44], [45], which would  improve 
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FIG 10 Experimental layout and results in Region C showing BTS and 
eNodeB positions, true aircraft trajectory, and aircraft trajectory estimated 
exclusively using cellular SOPs. The aircraft traversed a total distance of 
55 km in 8.5 min during the experiment. The position RMSE over the 
entire trajectory was found to be 15.44 m.
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the  estimation performance. Adaptive estimation tech-
niques would also mitigate the errors arising from 
mismatches between the actual measurement noise 
variances and calculated measurement noise variances.

 ■ Vertical dilution of precision: At high altitudes, there is 
very little vertical diversity with respect to terrestrial 

cellular towers. As such, the aircraft’s cellular-based 
navigation solution VDOP will be large. Nevertheless, 
the aircraft’s vertical position can still be estimated from 
the pseudoranges extracted from cellular towers, albeit 
with less accuracy compared to the results presented in 
this article, which fused altimeter-based measurements.

 ■ Mapping cellular SOPs: This article assumed cellular 
SOPs to be mapped a priori. This was achieved via a 
mapping campaign according to the method described 
in [36]. Nevertheless, such an assumption can be relaxed 
via the radio simultaneous localization and mapping 
framework, which maps the unknown SOPs simultane-
ously with localizing the aircraft [14], [31].

Conclusion
This article demonstrated robust high-altitude aircraft 
navigation with 3G CDMA and 4G LTE cellular SOPs. An 
EKF was used to fuse cellular carrier phase measurements 
to estimate the aircraft’s position, velocity, and time. The 
EKF utilized a simple, yet effective continuous Wiener pro-
cess acceleration model to describe the aircraft dynamics. 
A multitude of flight trajectories and altitudes AGL was 
exercised in the three flights: 1) a 51-km trajectory of grid 
maneuvers with banking and straight segments at about 
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FIG 11 EKF plots showing the time history of the position and velocity errors in Region C as well as the 3! v  bounds. As expected, the EKF performs 
poorly in the second leg, where the mismatch between the true aircraft dynamics and the assumed EKF model is highest.

Metric Region A Region B Region C

Cellular towers {3G,4G} {6,5} {9,5} {7,4}

Cellular frequencies (MHz) 881.52 881.52 881.52 

731.5 731.5 1,955 

751 739 2,145 

Flight duration (min) 9 11 8.5 

Flight length (km) 51 57 55 

Altitude AGL (ft) 5,000 0–7,000 15,000 

Position RMSE (m) 10.53 4.96 11.67 

Velocity RMSE (m/s) 0.58 0.5 0.71 

Maximum position error (m) 22.67 15.04 25.89 

Maximum velocity error (m/s) 2.29 3.19 3.94 

Table 2. Navigation performance with cellular signals.
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5,000 ft AGL, 2) a 57-km trajectory 
of a teardrop descent from 7,000 ft 
AGL down to touchdown at the run-
way, and 3) a 55-km trajectory of a 
holding pattern at about 15,000  ft 
AGL. Cellular SOPs produced re-
markable  navigation  accuracy in all 
three flights, achieving a 3D position 
RMSE of 10.53 m, 4.96 m, and 15.44 m, respectively. These 
unprecedented results demonstrate the potential of cellular 
signals as a viable alternative to GNSS for high-altitude air-
craft navigation. While the presented outcomes are encour-
aging, more accurate navigation results can be achieved by 
fusing cellular SOP observables with an INS.
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Summary

Taking the work conducted by the global navigation satellite system (GNSS)
software-defined radio (SDR) working group during the last decade as a seed, this
contribution summarizes for the first time the history of GNSS SDR development. It
highlights selected SDR implementations and achievements that are available to the
public or that influenced the general SDR development. The relation to the standard-
ization process of intermediate frequency (IF) sample data and metadata is discussed,
and an update of the Institute of Navigation (ION) SDR Standard is proposed. The
work focuses on GNSS SDR implementations on general purpose processors and
leaves aside developments conducted on field programmable gate array (FPGA) and
application-specific integrated circuits (ASICs) platforms. Data collection systems
(i.e., front-ends) have always been of paramount importance for GNSS SDRs, and are
thus partly covered in this work. The work represents the knowledge of the authors
but is not meant as a complete description of SDR history.
KEYWORDS
GNSS, software-defined radio

1 INTRODUCTION

Receiver development has always been an integral part of satellite navigation, ever since the early studies conducted for the
U.S. Global Positioning System (GPS). The very first receivers were huge devices, realizing the correlation of the received
satellite signal with internally generated code and carrier replicas by a mixture of digital and analog electronics (Eissfeller
& Won, 2017). Advances in semiconductor technology soon enabled signal processing on dedicated chips. This technology
was of course complex to handle and mostly located within the U.S. industry. Despite the success of GPS and its Russian
counterpart Globalnaya Navigazionnaya Sputnikovaya Sistema (GLONASS), receiver internal technology was barely accessible
to the broader research community for a long time, as it seemed to be impossible to realize GNSS signal processing on low-
cost computers. Even in the year 1996 a key receiver design pioneer expressed skepticism that general purpose microprocessors
were, or would ever be, a suitable platform for implementing a GNSS receiver (Kaplan, 1996).
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The situation radically changed when the algorithms of a GPS receiver were first implemented as Matlab software on a desktop
personal computer (PC) and estimates of digital signal processor (DSP) resources required to run the algorithms in real-time
were encouraging (D. Akos & Braasch, 1996; D. M. Akos, 1997). Soon after, real-time processing was demonstrated even on
conventional PCs and the widespread use of software radio technology took off with exponential growth. Interestingly, software
radio technology did not replace existing hardware receivers usually realized as one or more ASICs, but complemented these,
allowing researchers to easily implement and test new algorithms or to develop highly specialized receivers with reasonable
effort. Today, this is a well-established approach for military, scientific, and even commercial applications as described by Curran
et al. (2018).

As different research groups developed their own software radios, they used different data collection systems to sample the
GNSS signals. Whereas the data format of the digital GNSS signal streams is comparably easy to describe, the widespread use
of software radio technology made it necessary to introduce a certain level of standardization, which was finally achieved by a
group of researchers as documented by Gunawardena et al. (2021). The result was the so-called ION SDR Standard (ION SDR
Working Group, 2020).

As technology further evolved, new GNSS software radios emerged and some deficiencies of the ION SDR Standard became
apparent (Clements et al., 2021). These conditions prompted the present paper, whose contributions are four-fold. First, it
presents the first history of GNSS SDR development (Section 2). Second, it offers a detailed description of select GNSS SDRs
(Section 3). Third, it overviews recent front-end developments (Section 4). Finally, it summarizes the history of the ION SDR
Standard and proposes an update thereto (Section 5).

2 GNSS SOFTWARE DEFINED RADIO HISTORY

The history of GNSS SDR requires more than a bit of recollection, which can be fraught with inaccuracies, none of which are
intentional in the present work. Corrections would always be welcome.

GNSS SDR traces its roots to Ohio University’s Avionics Engineering Center around 1994. Professor Michael Braasch, a
newly-minted faculty member of the Electrical and Computer Engineering Department and already recognized as an expert
in GNSS multipath, was interested in creating a high-fidelity simulation of the internal signal processing within GPS and
GLONASS receivers. Dennis Akos, a Ph.D. student in the Department, was intrigued by the idea. Already harboring a keen
interest in computer science and programming, Akos took on the simulation project at Braasch’s request under the FAA/NASA
Joint University Program. Meanwhile, publication of “The Software Radio Architecture” in the 1995 IEEE Communication
Magazine (Mitola, 1995) fueled Akos’s and Braasch’s thinking that this “simulation” could instead be targeted toward an actual
software radio implementation. The result was the first publication on GNSS SDR, which appeared in the proceedings of the
1996 ION Annual Meeting (D. Akos & Braasch, 1996).

Development of this initial simulation/implementation was significantly furthered through cooperation with Dr. James B. Y.
Tsui of Wright Patterson Air Force Base. Well-recognized as an expert in digital receivers, Tsui had recently taken an interest
in satellite navigation. In 1995, two summer interns, Dennis Akos from Ohio University and Michael Stockmaster from The
Ohio State University, worked under Tsui’s guidance to develop a Matlab implementation of the signal processing required for
basic GPS receiver operation. A digital oscilloscope was used to capture the initial IF data that were critical to developing and
debugging those early algorithms. Akos was responsible for the lower-level signal processing (acquisition as well as code/carrier
tracking), while Stockmaster implemented the navigation solution. The cumulative result was the first ever GPS SDR implemen-
tation. Although fully operational, it was “slow as molasses”: processing 30 seconds of IF data required hours of computation
time. Tsui published the first textbook on GPS SDR in 2000 (Tsui, 2000). A parallel contribution of this initial effort was the
direct radio frequency (RF) sampling front-end, which garnered significant interest and pushed advances in analog-to-digital
converter development (D. Akos et al., 1999).

After receiving his Ph.D. in 1997, Akos started his academic career as an Assistant Professor in the Systemteknik Department
of Luleå University of Technology in Sweden, where he taught a course on computer architecture. It was here that GPS SDR first
achieved real time operation. For a class project, Akos provided a Matlab-based GPS SDR and challenged a group of students to
“get it to run as fast as possible” subject to the requirement that the complex accumulation products for each channel were within
10% of those produced by the original Matlab-based GPS SDR. It was in 1999 that the first “real time” operation was possible,
processing 60 seconds of IF data in 55 seconds. This was a notable achievement at the time given that renowned GPS expert
Philip Ward, who was responsible for some of the first GPS receivers, had recently expressed skepticism about the prospect of a
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fully software-defined real-time GPS SDR, writing “The integrate-and-dump accumulators provide filtering and resampling at
the processor baseband input rate, which is around 200 Hz [... and] well within the interrupt servicing rate of modern high-speed
microprocessors. But the 5- to 50-MHz rates [of intermediate frequency samples] would not be manageable” (Kaplan, 1996).
This real time implementation effort was led by student Per-Ludvig Normark and led to the results published by D. M. Akos et
al. (2001).

In the meantime, Kai Borre, a geodesy professor from Aalborg University, had also developed in the mid-late 1990s Matlab
code for GPS receivers. Borre’s code focused on the navigation block and including functions for conversion of coordinates
and time references, satellite position determination, and atmospheric corrections. The joint efforts of Akos, Borre, and others
would later lead to the well-known book (Borre et al., 2007), a primary reference for GNSS SDR over the next years, and the
related SoftGPS Matlab receiver.

Upon graduation, Normark continued his GNSS receiver development with the GPS Laboratory at Stanford University and
then returned home to Sweden where he co-founded NordNav Technologies, which developed the first Galileo SDR, and helped
establish the architecture, together with Cambridge Silicon Radio (CSR), to push GNSS to a price point acceptable to the mobile
phone adoption. CSR, at the time a dominant supplier of Bluetooth hardware to the mobile phone market, acquired NordNav
in 2006 and they jointly redesigned the CSR 2.4 GHz radio to multiplex to the 1575.42 MHz GPS L1 band, exploiting the
fact that most Bluetooth applications have a relatively low duty cycle. This approach, coupled with the real-time software GPS
implementation, provided a near-zero-added-cost GPS receiver.

There have been numerous contributions to GNSS SDR development since these early years, many of which are from the co-
authors of this paper. Selected developments by the authors are outlined in Section 3 including a survey of achievements by other
researchers in Section 3.11. The authors are aware that many other important contributions are missing, and make no claims
of establishing a comprehensive description. In order to give the reader a better orientation about the chronological order of all
developments, we present Tab. 1 , reiterating that the selection of references is partly subjective and often similar developments
have been carried out by several research groups. The timeline demonstrates the flexibility of SDR technology, i.e., the same
code base is used for GPS L1 C/A code signals and for signals of opportunity (SOP) from cellular terrestrial transmitters or
from communication satellites in low Earth orbit (LEO).

3 CURRENT STATUS OF GNSS SOFTWARE DEFINED RADIOS

In June 2023, a quick internet search did not reveal any comprehensive listing of all GNSS SDRs and Wikipedia (2023) lists
seven entries, which is far below the number of receivers known by the authors, even if the following criterion is applied to
limit the scope: a GNSS SDR (or software receiver) is defined as a piece of software running on a general purpose computer
converting samples of a received GNSS signal into a position velocity and time (PVT) estimate. It is clearly understood that a
front-end including analog-to-digital conversion (ADC) is required to sample the received signal, but other than that no further
functionality is allowed to be realized via hardware. With this definition, three categories of software receivers can be introduced:

real-time receivers: monolithic or modular software packages written in an efficient low-level programming language
(like C or C++) typically optimized for run-time efficiency and stability
teaching/research tools: software packages written in a high level programming language like Python or Matlab
optimized for code readability and flexibility
snapshot receivers: receivers optimized for very short batches of signal samples

Furthermore, the software package shall allow some configuration flexibility and (at least theoretically) support the ION SDR
Standard. The following subsections introduce a few selected developments, emphasizing the rationale behind design choices
and current status. Each sub-section is represented by one entry in Tab. 2 to give the reader a quick overview of the main
characteristics of each development. Section 3.1 describes the work of Psiaki, Ledvina, and Humphreys and their efforts in
real-time processing on DSPs with the bit-wise-parallel approach proving to be highly successful even for space applications.
Section 3.2 covers work of Pany/others in their efforts with multiconstellation/multifrequency GNSS. Section 3.3 and Section 3.4
cover the efforts of Borre and others in a readable open source Matlab GPS SDR started in (Borre et al., 2007), with the most
recent GNSS update reported in Borre et al. (2022). Akos has also continued this academic development of a suite of open
source GNSS SDRs (Bernabeu et al., 2021). The widely used open-source receiver GNSS-SDR is described in Section 3.5.
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TABLE 1 Timeline of GNSS SDR developments
Year Milestone with comment Reference
1995 Emergence of software radio approach (Mitola, 1995)
1996 First publication of a GPS SDR development (D. Akos & Braasch, 1996)
1999 First real-time software receiver with GPS L1 C/A code (D. M. Akos et al., 2001)
2000 First text book on GPS SDR published (Tsui, 2000)
2002+ Use of bit-wise correlation and SIMD instructions (Ledvina et al., 2003; Pany et al., 2003)
2002+ GNSS SDRs as commercial products NordNav, IFEN, Trimble, Locus Lock, ...
2004 First multi-GNSS/multi-frequency GNSS SDRs (Ledvina, Psiaki, Sheinfeld, et al., 2004; Pany,

Eissfeller, et al., 2004)
2004 First real-time GNSS/INS integration with SDR (Gunawardena et al., 2004)
2005 GNSS SDR consolidation at Politecnico di Torino and

LINKS Foundation
Section 3.9

2005 Demonstration of vector tracking with a GNSS SDR (Pany et al., 2005)
2006 First real-time all-in-view embeddable GNSS SDR (T. Humphreys et al., 2006)
2006 First use of SDR technology for AM signals of opportu-

nity
(McEllroy, 2006; McEllroy et al., 2006)

2007 Start of wide-spread adoption of SDR technology in
GNSS research

(Borre et al., 2007)

2007 First development of a snapshot receiver Section 3.8
2009 First multi-core GNSS SDR (T. E. Humphreys et al., 2009)
2010 Adoption of a computer science best practice collabora-

tive framework
Section 3.5

2010 First use of GPUs for correlation (Hobiger et al., 2010)
2011+ Use of GNSS SDR for ionospheric research (O’Hanlon et al., 2011; Peng & Morton, 2011)
2012+ SDR developments at the Finnish Geospatial Research

Institute
(Borre et al., 2022; Söderholm et al., 2016)

2012 Use of a DVB-T ultra-low-cost front-end for GNSS SDR Section. 3.5
2012+ Use of SDR technology for LTE signals of opportunity (del Peral-Rosado et al., 2013; Driusso et al.,

2017; Shamaei et al., 2018)
2014+ Use of GNSS SDRs in space (Lightsey et al., 2014; Murrian et al., 2021)
2014 Use of SDRs for mixed cellular 3G GSM/CDMA and

DTV SOP
(Yang et al., 2014)

2015+ Abundance of processing power for GNSS SDR available (Dampf et al., 2015; Nichols et al., 2022)
2017+ Use of SDRs for 3G CDMA and 4G LTE SOP (Kassas et al., 2017)
2018 First use of Python for dedicated teaching of GNSS SDR Section 3.7
2018 First SDR enabling sub-meter-level carrier-phase-based

UAV navigation with 3G CDMA and 4G LTE SOP
(Khalife & Kassas, 2018 2022)

2020 Formal adoption of ION SDR Standard Section 5
2020 Use of SDR for stationary positioning with multi-

constellation Orbcomm and Iridium LEO SOP
(Farhangian & Landry, 2020; Orabi et al., 2021)

2021 First SDR for 5G SOP (Shamaei & Kassas, 2021b)
2021+ Use of GNSS SDR to support development of new navi-

gation satellite systems
(Miller et al., 2023; Song et al., 2021)

2021 First SDR enabling vehicle navigation with multi-
constellation LEO SOP

(Kassas et al., 2023 2021)

2022 First SDR enabling aircraft navigation with cellular SOP (Kassas, Abdallah, et al., 2022; Kassas, Khalife,
Abdallah, Lee, Jurado, et al., 2022)
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TABLE 2 Overview of GNSS SDRs discussed in Section 3
Name Main lan-

guage
Open
source

Main focus

GRID C++ No Real-time operation of advanced algorithms on embedded devices
MuSNAT C++ No Analysis of navigation signal processing and algorithm prototyping
SoftGPS MATLAB Yes Suite of GNSS SDRs with widespread use and accompanying book
FGI-GSRx MATLAB Yes Multi-GNSS SDR with accompanying book
GNSS-SDR C++ Yes Real-time SDR with modular structure and widespread use
AutoNav-SDR MATLAB No Support for KPS-development, API, and GPU
PyChips Python No Multi-GNSS and optimized for use in teaching classes
UAB Snapshot
GNSS Receiver

MATLAB No Snapshot receiver that can be operated in the cloud

NGene ANSI C No Efficient GNSS SDR used in numerous Galileo-related projects
MATRIX MATLAB,

C++
No Combined processing of GNSS with cellular 3G/4G/5G and LEO

(Starlink, OneWeb, Orbcomm, Iridium, and Globalstar) signals

The AUTONAV receiver used to support the development of Korean Positioning System (KPS) is discussed in Section 3.6 and
PyChips (cf. Section 3.7) is the basis for tutorial classes of the ION. The UAB snapshot GNSS software receiver is described in
Section 3.8, while Section 3.9 discusses a SDR used e.g. to the authentication schemes, reflectometry or to assess the influence
of non-standard GNSS transmissions. Section 3.10 extends the scope of SDR to non-GNSS signals.

Whereas at the beginning of the GNSS SDR development the different receivers were linked to specific persons or research
institutes, today often different receivers, tools or code bases are used at the same institute. On the other hand, code bases first
developed by a single institute spread into different institutes. For example, the developments of Borre et al. (2007) forked into
several branches [e.g. (Bernabeu et al., 2021; FGI, 2022; Zhang, 2022)], as discussed in Section 3.3 and Section 3.4.

3.1 Bit-Wise Parallelism and the Emergence of GRID
The original real-time GNSS software radio work by D. M. Akos (1997) inspired an effort within the Cornell GPS group. Psiaki
had been working with non-real-time software GNSS signal processing in Matlab for about two years when he started to wonder
whether the slow Matlab operations could be translated to run in real-time on a general desktop workstation. The bottleneck in
GNSS digital signal processing occurs when doing the operations that initially process the high-frequency RF front-end samples.
RF front-ends typically sample at 4 MHz or faster. A 12 channel receiver would have to perform on the order of 400 million
operations per second or more in order do all of the needed signal processing. Psiaki conceived the concept of bit-wise parallel
processing as a means of addressing this challenge. He recruited then-Ph.D. candidate Brent Ledvina to make an attempt at
implementing these ideas in the C programming language on a Real-Time Linux desktop workstation. Ledvina succeeded in
developing a 12-channel real-time L1 C/A-code receiver after about 6 months’ effort (Ledvina et al., 2003).

The main concept of bit-wise parallelism is to work efficiently with RF front-end data that have a low number of quantization
bits. If an RF front-end produces a 1-bit digital output stream, then 32 successive sign-bit samples can be stored in a single 32-
bit unsigned integer word on a general-purpose processor. Thirty-two successive output samples of a 2-bit RF front-end can be
stored in two 32-bit words, one containing the successive sign bits and the other containing the successive magnitude bits. Each
channel of the software receiver generates a 1-bit or a 2-bit representation of 32 successive samples of its IF carrier replica,
both in-phase and quadrature, and the successive samples are stored in parallel in 32-bit unsigned integer words. Similarly, it
generates a 1-bit representation of 32 successive samples of its prompt pseudo-random noise (PRN) code replica and stores them
in parallel in a single 32-bit unsigned integer word. It also generates an early-minus-late PRN code replica that requires 1.5 bits
per sample, which takes up two 32-bit unsigned integer words to store 32 samples. These replica signals can be generated very
efficiently by using pre-tabulated 32-bit words. The software receiver then performs a series of bit-wise AND, OR, XOR, and
similar operations that have the effect of performing PRN code mixing and IF-to-baseband carrier mixing. The outputs of the
mixing operations are contained in a small number of 32-bit words, the number of which depends on the number of bits in each
RF front-end output sample and the number of bits in the IF carrier replicas.
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The final operation is accumulation of the results in the 32-bit words. This involves sets of bit-wise Boolean operations, as
per Ledvina et al. (2003), followed by summation of the number of 1-bits in the resulting 32-bit unsigned integer words. The bit
summation operations proved to be a challenge in terms of minimizing execution time. Ledvina solved this problem by using
a pre-computed 1-dimensional data table whose input was the unsigned integer and whose output was the number of 1-bits. In
order to keep the table size reasonable, it only counted the bits in a 16-bit unsigned integer word. The original receiver’s 32-bit
words were split in half, two table look-ups were performed, and the results summed in order to count all the 1-bits. The original
algorithms are defined by Ledvina et al. (2003), Ledvina, Psiaki, Powell, & Kintner (2004), and Ledvina, Psiaki, Powell, &
Kintner (2006).

When using very long PRN codes, such as the L2C CL code, the original method’s whole-period PRN code tables of the
proper 32-bit words at various code phases became impractically large. Therefore, a new method was developed for long PRN
codes. It tabulates 32-bit words of short generic PRN code chip sequences, with all possible combinations of a short sequences of
chips considered at various PRN code offsets relative to the start of the samples of the 32-bit word. Those methods are described
by Psiaki (2006) and by Ledvina et al. (2007). This technique proved invaluable for dealing with long codes.

A processor that can operate on wider segments of data, up to 512 bits for current single instruction multiple data (SIMD)
instructions, gains substantial additional signal processing speed increases (Nichols et al., 2022). Note, however, that the speed
increase factors over brute-force integer calculations are typically not as high as the number of bits per word. That is, the
techniques do not speed up the operations by a factor of 32 when processing 32 samples in parallel by using 32-bit words to
represent 32 samples. For a 2-bit RF front-end and a 32-bit processor, the speed-up factor might be only 4 because the bit-wise
parallel approach requires multiple operations due to, say, a simple multiplication of one time series by another. If one doubles
the number of bits per word, however, then the speed tends to double. A particularly helpful feature of some recent processor
designs is their inclusion of a hardwired command to count all the 1 bits in a word. This “popcount” intrinsic obviates the table
look-ups that counted 1-bits in the original bitwise parallel design. If the number of bits increases in the RF front-end samples
and/or the IF carrier replicas, however, then the bit-wise parallel method of signal processing slows down. Signals represented
by 3 or 4 bits might cause the processing speed gains of bit-wise parallel algorithms to be limited or even non-existent.

After getting the basic algorithms working in real-time using 32-bit words, the Cornell group showcased the efficacy of real-
time GNSS software radio by using the techniques to develop a dual-frequency L1 C/A and L2C receiver (Ledvina, Psiaki,
Sheinfeld, et al., 2004) and a GPS/Galileo L1 civilian receiver (Ledvina, Psiaki, Humphreys, et al., 2006). These real-time
software GNSS receivers each required only several person-days to develop them from the original L1 C/A code receiver. Of
course, the L1/L2 receiver required a new dual-frequency RF front-end. The GPS/Galileo receiver required knowledge of the
civilian Galileo E1 PRN codes, which had not been published at that time. This requirement led to a supporting effort which
successfully deduced the Galileo GIOVE-A E1 PRN codes by recording their raw RF front-end samples and post-processing
those samples using a suite of custom-designed SDR signal processing algorithms in order to pull the chips out of the noise
(Psiaki et al., 2006).

The next development was to re-implement the bit-wise parallel code for embedded (low-power, low-cost) processing. Ini-
tially targeting a Texas Instruments DSP, this work was accomplished in 2006 by then-Ph.D. candidate Todd Humphreys
(T. Humphreys et al., 2006). Later, as a professor at The University of Texas at Austin, Humphreys and his students—notably
Jahshan Bhatti and Matthew Murrian—undertook a sequence of significant expansions and improvements to this receiver. Called
GRID, the C++-based UT Austin receiver is by now a highly-optimized science-grade multicore GNSS SDR (T. E. Humphreys
et al., 2009; Nichols et al., 2022) with its main features summarized in Tab. 3 . It was the first GNSS SDR to be adapted for
spoofing (T. E. Humphreys et al., 2008), the first GNSS SDR to operate in space (Lightsey et al., 2014), the first receiver of
any kind to show that centimeter-accurate GNSS positioning is possible with a smartphone antenna (K. M. Pesyna Jr. et al.,
2014), the first receiver to be used to locate terrestrial sources of GNSS interference from low-Earth orbit (Murrian et al., 2021),
and is the basis of the current state-of-the-art in urban precise (dm-level) positioning (T. E. Humphreys et al., 2020; Yoder &
Humphreys, 2023). As detailed in (Nichols et al., 2022), GRID has also reaffirmed the commercial viability of GNSS SDR in
widespread low-cost applications: it was recently licensed by a major aerospace company for use across all company operations,
including in the thousands of satellites of the company’s broadband Internet mega-constellation.

3.2 Multi Sensor Navigation Analysis Tool
The Multi Sensor Navigation Analysis Tool (MuSNAT) is an object-oriented but monolithic C++ software receiver maintained
by the University of the Bundeswehr Munich (UniBwM) and has been first mentioned in its present form by Pany et al. (2019).
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TABLE 3 Main features of GRID
GRID

Feature Solution Remark
Operating System GNU/Linux, macOS, Win-

dows
Programming environment C++
IF sample file input source A wide array of formats Proposed ION SDR Standard will accommodate
Real-time sample input Yes See Nichols et al. (2022)
Additional sensors IMU, Cameras, LiDAR Requires PpEngine module
Supported GNSS GPS, Galileo, BeiDou,

SBAS, QZSS, CDMA
Nearly all open spreading codes and navigation
message streams supported

Acquisition Multi-threaded and FFT-
optimized

Tracking Vectorized, multicore, Intel
SIMD (SSE2 through AVX-
512) and ARM NEON (64-
bit and 128-bit) accelera-
tions

Correlation no longer the primary bottleneck
under some configurations; see Nichols et al.
(2022)

Measurement output All standard GNSS observ-
ables

Proprietary GBX format plus RINEX, NMEA,
RTCM, Matlab MAT-file, KML

Navigation Extended Kalman filter
based on pseudorange and
Doppler measurements

Carrier-phase-based positioning available with
PpEngine module

Further features Vector tracking, multi-
antenna, IMU integration,
space-ready, interference
mitigation & detection

Availability Source code available via
commercial license from UT
Austin

Turnkey solutions available via Locus Lock

It started as an operational real-time receiver development, but currently it mostly serves to develop and demonstrate innovative
signal processing and navigation algorithms. Furthermore, it is used for teaching. It is freely available as executable for aca-
demic purposes from (UniBwM, 2023). Its main characteristics can be found in Tab. 4 . In contrast to the bit-wise approach of
Section 3.1 (that allows to design very power-efficient implementations), the design idea of MuSNAT and its predecessors was
to realize a high-end receiver running on powerful PCs or workstations. The bit-wise approach was replaced by using SIMD
instructions of Intel/AMD central processing units (CPUs). This allows to represent samples as 8-bit or 16-bit values and SIMD
instructions like AVX-512 currently allow processing of registers of up to 512 bit (i.e. 32 16-bit samples) in parallel.

The GNSS software receiver developments started at UniBwM in 2002 after it became clear that the software radio approach
discovered by D. Akos would provide useful insights into GNSS receiver technology and thus will be indirectly very helpful
to design and build the Galileo navigation satellite system. The first software receiver at UniBwM was GPS L1 C/A only and
was realized as a Matlab/Simulink project working in post-processing. To sample the GNSS signals, a commercial ADC with
a peripheral component interconnect express (PCIe) connector from NI was used (PXI 5112) that was connected either to a
low-bandwidth GPS L1 C/A code front-end based on the Plessey GP 2010 RF chip set and later on to one GPS L1/L2 high-
bandwidth front-end, which was specifically developed by Fraunhofer IIS (Pany, Förster, & Eissfeller, 2004). Soon after, the
software to communicate with the ADC (written in C++ making use of the Microsoft Foundation classes) was upgraded to a full
GPS L1 C/A plus L2CS (L2 medium length code was supported only, not the long code) receiver. A detailed analysis published
by Pany et al. (2003) revealed that not only the SIMD instruction set was important for the real-time capability but also the size
and structure of the CPU caches. Memory bandwidth is one of the key issues when representing samples by multiple bits. One
of the first achievements with this receiver was the demonstration of vector tracking (Pany et al., 2005).
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Based on those results, funding to support a group of five researches over three years was secured. This allowed starting a
new software receiver project, this time making full use of C++ features for object-oriented development, and development of
a graphical user interface (GUI) connected to the processing core via a clearly defined interface also allowing to run the core
without GUI. The overarching development goal at that time was to realize a high-quality multi-GNSS multi-frequency receiver
on a desktop PC or powerful laptop that could potentially be operated on a continuous basis to replace the (at that time) rather
inflexible and expensive commercial GNSS receivers at continuously operating reference stations (CORSs). A concise overview
of the development during those years was written by Stöber et al. (2010) and shows the improvements compared to the start of
the project layed down by Pany, Eissfeller, et al. (2004).

A loose cooperation with IFEN GmbH was initiated that eventually resulted in the SX3 receiver (IFEN GmbH, 2022). IFEN
used the processing core as initial basis, improved the core, replaced the GUI, and developed new dedicated front-ends. The C++
code was further optimized to support more channels at higher bandwidth and almost instantaneous high-sensitivity acquisition
with the graphics processing unit (GPU) (GPS World staff, 2012). Also, semi-codeless tracking of GPS L2P(Y) (i.e. P-code
aided cross-correlation) was implemented. The cooperation of UniBwM with IFEN lasted until 2013 when the development
directions started to diverge. IFEN used the software mostly as base receiver platform with an application programming interface
(API) to support different applications, whereas UniBwM continued to modify the core, which was not always beneficial for
software stability if seen from a commercial point of view.

The focus at UniBwM switched in 2017 as the old GUI could not be maintained anymore. Furthermore, real-time operation
became less important as most scientific results were obtained in post-processing. The result was that a new GUI was developed
and attached to the proven processing core. Any run-time optimizations within the processing core degrading navigation perfor-
mance (i.e. mostly causing additional noise in the code tracking loop) were removed. The core’s logging output was directed to
a SQL database to store all different kind of intermediate results in a single file (additionally to the legacy ASCII logging into
multiple files). A dedicated visualization tool for this database was developed.

The use of Windows and Visual Studio for developing a software radio is a little unusual, but is explained as follows. At
UniBwM, most researchers use Windows PCs to allow easy document exchange with each other and most importantly within the
European space industry. For this reason, all software receiver developments were done for Windows only. In terms of numerical
performance and code optimization, Intel provided and still provides with the Intel C++ compiler and the Intel Performance
Primitives the same quality on Windows as for Linux. Over the years it became, however, also clear that the potential use of
the processing core on embedded devices and long-term stability might have been easier to achieve on the Linux operating
system. IFEN ported part of the core to Linux, but not the full software receiver, and showed that conventional desktop CPUs
and embedded CPUs provided an impressive processing capability already in the year 2015 (Dampf et al., 2015).

As already mentioned, code optimization to achieve fast (and real-time) signal tracking was a main research focus in the
first years. Different studies on CPU assembler instructions, CPU architecture and bottlenecks resulted in dedicated assem-
bler implementations. Extensive lookup-tables were used and one very efficient correlator implementation with the Intel x86
pmaddubsw-instruction was based on a signal sample representation as unsigned integers (including the necessary rewriting of
the correlation formulae due to the switch from the standard representation of samples as signed integers to unsigned integers).
FFT based acquisition was already very efficient on the CPU and even more efficient on the GPU. The use of FFT libraries pro-
vided by NVIDIA made the acquisition code porting from CPU to GPU comparably easy. The situation is different for signal
tracking. The tracking code has been transferred to the GPU, and some optimization have been applied to minimize the amount
of data transfer between CPU and GPU. However, since the correlation parameters are slightly different for each signal tracked,
the correlation code is called multiple times and the latency to start one thread on the GPU generated significant overhead.
GPU-based tracking is thus currently only beneficial if a very large number (several hundreds) of correlators is configured per
tracking channel, as pointed out by Pany et al. (2019). As modern desktop and laptop CPUs continue to improve and make use
of a many-core structure, the need to port signal tracking to the GPU becomes less important. Furthermore, the use of dedicated
assembler code required over the years continuous adaptation to new CPU instruction sets (e.g. from SSE to AVX instructions).
The performance gained by using hand-coded assembler routines compared to the use of the libraries provided by Intel (IPP) is
not always worth the effort and was not further actively pursued. Instead, dot-product routines (2 x 16-bit signed input to 64-bit
output) from the IPP are employed for signal tracking.

The C++ universe is huge, and it is easy to integrate external source code. For example, the famous RTKLIB and the ION SDR
sample reader code have been integrated. The current research work with MuSNAT focuses on GNSS/INS/LiDAR integration,
support of massive antenna arrays (Dötterböck et al., 2023), vector tracking and deep GNSS/INS coupling, support for LTE/5G-
signals and GNSS signal simulation. It has to be admitted that the maintenance of the huge C++ code-base of MuSNAT at a
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TABLE 4 Main Features of MuSNAT
MuSNAT

Feature Solution Remark
Operating System Windows 10/11 Compiles as GUI or as command line version (port

of command line version to Linux under prepara-
tion)

Programming environment Microsoft Visual Studio
2019 C++

CUDA, Intel OneAPI, vcpkg and .net for GUI

IF sample file input source ION SDR Standard and pro-
prietary file readers

proprietary readers faster than ION SDR reader

Real-time sample input yes, via TCP/IP server available via LabView for selected NI
USRPs

Additional sensors LiDAR, IMU LiDAR uses PCL format, IMU proprietary ASCII
format, video formats supported but not yet used

Supported GNSS GPS, Galileo, BeiDou,
GLONASS, SBAS, OFDM
(LTE, 5G, ...)

nearly all open spreading codes available and
at least for each system one navigation message
decoder

Acquisition optimized fast Fourier trans-
form (FFT) method

CPU and GPU supported

Tracking dot-product from Intel Per-
formance Primitives (CUDA
version for massive multi-
correlator applications)

computational performance mostly limited by
memory bus width

Further features multi-antenna,
signal-generator, primary-
secondary tracking, SQL
database for logging, vector
tracking, GNSS/INS inte-
gration, RTKLIB

via Matlab-interface support of Galileo
OSNMA/HAS and synthetic aperture processing

Availability Executable plus data visu-
alizer downloadable via
UniBwM (2023)

Source code available for research projects with
UniBwM

University institute with a high fluctuation of researchers is partly demanding. The learning curve for good C++ development in
this context is steep and for the purposes of obtaining a PhD degree often an inefficient way. Therefore, interfaces from the C++
code to Matlab were established and for example Open Service Navigation Message Authentication (OSNMA) decoding, PPP-
computation for High Accuracy Service (HAS) or LiDAR odometry are implemented in Matlab. Another development is to use
MuSNAT to generate multi-correlator values that are then used within a full Matlab based receiver to emulate signal correlation
via interpolation (Bochkati et al., 2022). Bochkati et al. (2023) use this for ease of development of synthetic aperture algorithms.

UniBwM has initially used front-ends from Fraunhofer IIS and the software receiver included low-level universal serial bus
(USB) drivers for real-time data transfer. The same approach was used to connect the front-ends from IFEN GmbH to the
processing core. The effort to write stable high data-rate low-level drivers is significant and introduces a dependency on libraries
and support from the USB chip manufacturers. To reduce these kinds of development efforts, the decision to connect front-ends
via TCP/IP was felt. This approach is powerful in terms of bandwidth and also generic and a first version of it is described in
(Arizabaleta et al., 2021). Furthermore, with e.g. LabVIEW from NI it is comparably easy to develop a simple TCP/IP signal
source for universal software radio peripheral (USRP) frontends. At the time of writing this paper, a more efficient firmware
for USRPs with direct FPGA programming is being developed and shall allow to synchronously capture data from an inertial
measurement unit (IMU) together with the GNSS signal samples.
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3.3 SoftGPS, SoftGNSSv3.0, and Derivatives
As abovementioned, (Borre et al., 2007) and the associated Matlab receiver was a cornerstone for GNSS SDR development.
This receiver, initially called SoftGPS, then SoftGNSS (usually referred to as SoftGNSSv3.0), included the basic processing
functions for GPS L1 C/A in a readable format, was very useful for educational purposes. These included signal FFT-based
acquisition, frequency, carrier phase and code phase tracking, data synchronization and demodulation, pseudorange generation,
and eventually PVT. The Matlab code, together with some samples, was provided in a CD with the book, and was also available at
Aalborg University’s Danish GPS lab website. Apart from K. Borre and D. Akos, SoftGNSS included relevant contributions by
D. Plausinaitis and others. Unfortunately, Kai Borre passed away in 2017 and the Danish GPS Lab was discontinued. However,
SoftGNSS and its derivatives remain quite alive. Here are some examples:

• A new SDR GNSS book, (Borre et al., 2022), extending SoftGPS functionality to several frequencies, GNSS and architec-
tures, can be considered as the successor of (Borre et al., 2007). A main building block of this book is FGI-GSRx, described
in the following section, but the book also includes other Matlab receivers. In particular, DF-GSRx (Dual-Frequency
GNSS Software Receiver), developed by Borre’s PhD student P. Bolla, is a dual-frequency GPS L1/L5 receiver that
includes dual-frequency acquisition techniques, measurements combination (iono-free in particular) and positioning. The
book also includes a GPS L1 C/A snapshot receiver developed by Borre’s former PhD student I. Fernandez-Hernandez,
more modest than that described later in Section 3.8, but simple and quick to execute and therefore possibly useful for
educational purposes.

• The Easy Suite libraries (Borre, 2003 2009), still publicly available and used, provide an excellent educational tool to dive
into basic functions of GNSS receivers, such as calculating satellite positions from the ephemerides, datum conversions,
or computing the receiver position and its accuracy in multiple ways (least squares, Kalman filter, carrier phase ambiguity
resolution, etc.)

• (Bernabeu et al., 2021), as above mentioned, provides a collection of open source SDRs developed at University of
Colorado Boulder and based on SoftGNSS.

• (Zhang, 2022) provides a repository with adaptations of SoftGNSS for different front-ends.

3.4 Finnish Geospatial Research Institute’s Multi-GNSS Software Receiver
The software receiver developed by Finnish Geospatial Research Institute (FGI) is famously known as the FGI-GSRx (FGI’s
GNSS Software Receiver). The development of the FGI-GNSS Software Receiver (GSRx) software receiver started in 2012
from the open source GNSS software receiver released in 2007 by Prof. Borre and his colleagues Borre et al. (2007). The
software receiver was able to track two IOV (In-Orbit Validation) satellites called GIOVE A and GIOVE B from the European
GNSS system Galileo. Since then, the researchers at FGI have been continuously developing new capabilities to the software
receiver with the inclusion of Galileo in 2013 (Söderholm et al., 2016), the Chinese satellite navigation system BeiDou in early
2014 (M. Bhuiyan et al., 2015; M. Z. Bhuiyan et al., 2014), the Indian regional satellite navigation System NavIC in late 2014
(Thombre et al., 2015) , and the Russian satellite navigation system GLONASS in 2015 (Honkala, 2016).

The FGI-GSRx software receiver has been extensively used as a research platform for the last one decade in different national
and international research and development projects to develop, test and validate novel receiver processing algorithms for robust,
resilient and precise position navigation and timing (PNT). At present, the FGI-GSRx can process GNSS signals from multiple
constellations, including GPS, Galileo, BeiDou, GLONASS, and NavIC. The software receiver is intended to process raw IF
signals in post-processing. The processing chain of the software receiver consists of GNSS signal acquisition, code and carrier
tracking, decoding the navigation message, pseudorange estimation, and PVT estimation. The software architecture is built in
such a way that any new algorithm can be developed and tested at any stage in the receiver processing chain without requiring
significant changes to the original codes. FGI-GSRx provides a unique and easy-to-use platform not only for research and
development, but also for whoever is interested in learning about GNSS receivers. Some of the main features of FGI-GSRx are
listed in Tab. 5 .

The software receiver was released as open source in February 2022 (FGI, 2022). FGI-GSRx receiver was also accompanied
by the book ‘GNSS Software Receivers’, a next edition of one of the fundamental GNSS textbooks, published in 2022 by Cam-
bridge University Press (Borre et al., 2022). The book systematically introduced the software receiver processing functionalities
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TABLE 5 Main features of FGI-GSRx
FGI-GSRx

Feature Solution Remark
Operating System Windows 10 Compiles in Windows 10 environment. The soft-

ware receiver should run in other OS which can
host MATLAB or OCTAVE.

Programming environment MATLAB Executes in MATLAB 2019 or any other later ver-
sion. The software receiver can be also executed
in OCTAVE.

IF sample file input source ION SDR Standard Read input data files following ION SDR Stan-
dard.

Processing mode Only operate as post-
processing GNSS receiver

It can read raw IF data for a complete receiver pro-
cessing, or it can load previously saved acquisition
and/or tracking data in order to skip acquisition
and/or tracking operation to be able to process nav-
igation solution depending on parameters set in the
user configuration file.

Supported GNSS GPS L1, Galileo E1, BeiDou
B1, GLONASS L1, NavIC
L5

Open source FGI-GSRx only supports single fre-
quency multi-GNSS processing.

Acquisition FFT-based signal acquisi-
tion

Sophisticated research specific implementation for
high sensitive acquisition is not published as open
source.

Tracking Table-based three-stage
tracking

Based on the tracking status of each individual
satellite, the software receiver switches among
three stages: i) PULL IN, ii) COARSE TRACK-
ING and iii) FINE TRACKING.

Navigation Traditional Least Square
(LS)

Users can select SNR or elevation cut-off mask in
order to decide on the satellites that contribute to
the position computation.

with experimental results for GPS L1 C/A signal in Section 2 (“GPS L1 C/A Receiver Processing”, 2022), GLONASS L1OF
signal in Section 3 (“GLONASS L1OF Receiver Processing”, 2022), Galileo E1 OS signal in Section 4 (“Galileo E1 Receiver
Processing”, 2022), BeiDou B1I signal in Section 5 (“BeiDou B1I Receiver Processing”, 2022), NavIC L5 signal in Section
6, (“NavIC L5 Receiver Processing”, 2022) and a single frequency multi-constellation solution with three GNSS signals in
Section 7 (“A Multi-GNSS Software Receiver”, 2022). The readers can easily follow the fundamental receiver processing chain
for each individual GNSS signal with the distinctive changes among those signals discussed and highlighted with figures. One
of the noteworthy contributions of the book was the integration method of several GNSS signals to form a single-frequency
multi-GNSS PVT solution presented in Section 7.

The FGI-GSRx software receiver can be utilized in universities and other research institutes as a tool for training graduate
level students and early-stage researchers for getting hands-on experience on GNSS receiver development. It can also be utilized
in the vast GNSS industry as a benchmark software defined receiver implementation. The software receiver is already being used
in the ‘GNSS Technologies’ course offered widely in Finland - at the University of Vaasa, Tampere University, Aalto University
and the Finnish Institute of Technology.

3.5 GNSS-SDR, an Open-Source Software-Defined GNSS Receiver
The software receiver developed by the Centre Tecnològic de Telecomunicacions de Catalunya (CTTC), uncreatively named
GNSS-SDR (but not related to the ION SDR Standard), is another example of a multi-band, multi-system receiver. It has been
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TABLE 6 Main features of GNSS-SDR
GNSS-SDR

Feature Solution Remark
Operating System GNU/Linux, macOS, Win-

dows OS through WSL.
Included as a software package in Debian and
Ubuntu, and in Macports for macOS. Tested on
ArchLinux, CentOS 7, Fedora, OpenSUSE, Rocky
Linux.

Programming environment C++ Software linters are automatically run at each
code change to ensure meeting high-quality cod-
ing standards.

Processing mode Real-Time and Post-
Processing.

It can work in real-time using a wide assortment of
commercial RF front-ends, and in post-processing
mode with a number of file formats (including
input files produced by the ION SDR Standard
conversion tools).

Supported GNSS GPS L1, L2C, L5; Galileo
E1, E5a, E5b, E6; Glonass
L1 CA, L2 CA; Beidou B1,
B3.

The modular design allows for easy inclusion of
new signals.

Acquisition FFT-based signal acquisi-
tion.

A-GNSS capabilities to accelerate the Time To
First Fix.

Tracking Multicorrelator-based Data
and Pilot signal tracking.

Customizable DLL, PLL, FLL. High-dynamics
capabilities. SIMD-accelerated both in i686
and ARM CPUs (see Fernández–Prades et al.
(2016a)).

Navigation Traditional Least Square
(LS), code and carrier-based
positioning modes.

Positioning engine based on RTKLIB implemen-
tation (Takasu & Yasuda, 2009). All possible sup-
ported GNSS signals combinations are allowed.

constantly evolving since 2010, keeping pace with the newest GNSS algorithms and signals over more than a decade. It orig-
inated as a by-product of a CTTC research staff initiative, with the aim of providing a collaborative framework with other
researchers seeking to accelerate research and development of software-defined GNSS receiver technology. The receiver partic-
ularly focuses on baseband signal processing, although it has the ability to run a navigation engine (refer to Tab. 6 ). The early
stages of development baked slowly under a personal side-project scheme, with no funding, but with the purely exploratory objec-
tive of designing an optimal architecture specifically suitable for GNSS signal processing, where concepts such as testability,
extensibility, reusability, scalability, maintainability, portability, adaptability to new non-standard requirements, and adoption
of Computer Science best practices considered from scratch.

Its first popularity peak came on August 2012, with the reporting of the usage for GNSS of extremely cheap (about $25)
DVB-T receivers based on the Taiwan’s Realtek RTL2832U chipset, sold in form of USB dongles that allow users to watch
over-the-air DVB-T European broadcast television on their personal computers. Normally, those devices send partially-decoded
MPEG transport frames over the USB, but exploiting an undocumented mode of operation of the demodulator chip, the user
was able to obtain raw I&Q samples, stream them through USB to a personal computer and then apply the GNSS-SDR software
processing, turning the DVB-T receiver into a GNSS receiver and delivering position in real-time (see Fernández–Prades et al.
(2013)). On a parallel development, in November 2013, the European Space Agency acknowledged GNSS-SDR as one of the
first 50 users worldwide to achieve a successful Galileo position fix.

The project gained momentum and maturity over the years, and today it enjoys a solid and valuable user base continuously
providing feedback, enhancements, and new features. Current versions are included in major GNU/Linux distributions, such as
Debian and Ubuntu, and in Macports for Apple’s macOS. The software package has been used in several public and private-
funded research projects (including EUSPA, European Space Agency (ESA), NSF and NASA activities, as well as in educational
programs such as Google Summer of Code), and it has been reportedly used for research purposes worldwide. The authors opened
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a discussion of quality metrics and key performance indicators for any generic software-defined receiver (Fernández–Prades
et al. (2016b), extended online version available at https://gnss-sdr.org/design-forces/) and proposed the concept of
continuous reproducibility in GNSS signal processing (Fernández–Prades et al. (2018)).

The full project and source code documentation can be found online at https://gnss-sdr.org, a website with over 5000
unique visitors per month, which contributes to raising awareness on GNSS technology. The website content is also on a GitHub
repository at https://github.com/gnss-sdr/geniuss-place, hence undergoing public scrutiny. The project is also well-
connected to its software ecosystem and existing SDR platforms. It builds on a wide range of GNU/Linux distributions and
versions (from most recent releases to those released in 2014), and it provides a Yocto / Openembedded layer, which allows its
portability to a wide range of embedded platforms (see Fernández–Prades (2022)).

The software produces standard outputs for observables and navigation data (RINEX files and RTCM-104 v3.2 messages as
defined by the Networked Transport of RTCM via Internet Protocol, NTRIP), as well as position fixes in application-specific
messages (e.g., NMEA 0183), a variety of GIS-oriented file formats (KML, GeoJSON, GPX), and custom binary outputs that
allow the observability of internal signal processing sub-products.

3.6 AutoNav SDR
The AutoNav SDR is a MATLAB-based multi-GNSS and multi-frequency software receiver that was developed by the
Autonomous Navigation Laboratory of Inha University, South Korea (Song et al., 2021). Its main features are arranged in
Tab. 7 . The critical point considered in the design phase of this SDR is the maximization of reconfigurability. Since South
Korea is developing its own satellite navigation system, KPS which is targeted to operate from 2035 as reported by Ministry of
Science and ICT of Korea (2021), a flexible receiver that can process not yet existent signals is highly required. The AutoNav
SDR is profoundly designed to provide full reconfigurability in terms of target signal combinations and signal characteristics,
especially for easy addition of the new signal proposals. To do so, a basic framework of software receiver was designed with
a well-designed processing functional architecture and data structure in consideration of the expandability of the signals and
then applied to realize an SDR for GPS L1 C/A code signal as a first realization example by reconfiguring a configuration file
via a GUI. Then, different signals of the other constellations (GLONASS, Galileo, BeiDou navigation satellite system (BDS),
Quasi-Zenith Satellite System (QZSS), NavIC) and frequencies (L1, L2, L5) were added quickly by utilizing this expandability.
In this way, KPS signal candidates can be easily added to the SDR to evaluate and compare the performance of each candidate
in the signal design phase. Similarly, a reconfigurable GNSS simulator was developed at the same time with the same idea. This
is a MATLAB-based IF level GNSS/KPS simulator which can be ideally suited to test the navigation performance of any GNSS
signals as well as new KPS signals by reconfiguring signal design parameters via a GUI.

Although the AutoNav SDR is targeted for post-processing only, the original correlation operation in MATLAB with variables
of double precision was too slow at the beginning of its design phase. So, two simple accelerations were applied to the SDR: a
GPU-based acquisition module and a MEX correlator for tracking. The GPU-based signal acquisition module was implemented
in a very simple way using the Parallel Computing Toolbox of MATLAB. If the GPU is usable, local variables for the correlation
(i.e., code and carrier replicas) are generated in the GPU memory using the gpuArray function. Then, FFT and inverse fast
Fourier transform (IFFT), and correlations are performed in the GPU automatically. Finally, the correlation results are extracted
using a gather function. With this simple approach, it has approximately 2.12 times faster execution time compared to the general
CPU-based acquisition, without the relatively complex development using CUDA.

Since the most time-consuming process of the receiver is the correlator in the signal tracking, a MEX function is employed
to reduce the computational burden. The MEX function connects the MATLAB environment to the external function written in
C/C++ language with an appropriate wrapper function, so the user can call it within MATLAB. The MEX correlator was written
in the standard C language and uses integer-based variables. The SDR pre-generates the code and carrier replica tables at the
initialization process with resolutions of 18 bits and 8 bits, respectively. The code and carrier NCOs have a resolution of 32 bits,
so the indices of the tables for current code and carrier replica generation are calculated using bit shift operations of 14 bits and
24 bits, respectively. With these implementations, the overall execution time became much faster (approximately 5 times) than
the original double precision-based code, but it still cannot operate in real-time. Currently, Inha University is developing the
FPGA-based real-time GNSS receiver that only the correlator would be substituted by the FPGA board at the original AutoNav
SDR.

To further enhance the flexibility, the AutoNav SDR also provides APIs at each part of the signal processing chain (such as
ring buffer, acquisition, tracking, navigation message extraction, position calculation, etc.). The API design was influenced by

https://gnss-sdr.org/design-forces/
https://gnss-sdr.org
https://github.com/gnss-sdr/geniuss-place
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TABLE 7 Main features of AutoNav SDR
AutoNav SDR

Feature Solution Remark
Operating system Windows
Programming environment MATLAB and C
Processing mode Post-processing
Supported GNSS GPS (L1 C/A, L2C, L5),

GLONASS L1, Galileo (E1,
E5a, E5b), BDS (B1I, B1C,
B2a), QZSS (L1 C/A, L1C,
L2C, L5), NavIC L5

Free selection of signal combination

Acquisition GPU-based acquisition Simple implementation using Parallel Computing
Toolbox of MATLAB

Tracking MEX correlator 18/8 bits code/carrier replica tables, 32 bits code/-
carrier numerically controlled oscillators (NCOs),
bit shift operations

Further features API, easy addition of new
signals, RINEX observation
logging, Radio Frequency
Interference (RFI) mit-
igation based on pulse
blanking, direct state track-
ing Kalman filter

the ipexSR of Stöber et al. (2010) and was implemented similarly using the dynamic link library (DLL). Since MATLAB can
load a library from DLL and call a function within the library, the API concept of the C/C++-based software can also be used
analogously in the MATLAB environment. If the SDR is converted to an executable file (.exe) and provided to a user, the user
can freely modify functions or develop algorithms by generating the DLL, without the need for the whole source codes.

3.7 PyChips
Pychips is a relatively new object-oriented satnav SDR that has been developed from scratch since 2018. It is based on the
experience gained from two previous implementations, namely the MATLAB SDR that was distributed with Wideband TRIGR
(see Section 5) and the ChameleonChips GNSS SDR Toolbox for MATLAB (Gunawardena, 2014).

One of the key promises of SDRs is their flexibility, and hence its utility as an education and research tool. In the satnav
context, various publicly available SDRs can be used to teach basic courses on satnav systems, signal processing, and receiver
design. However, there is an implicit assumption that students have the relevant programming language skills for that particular
SDR. Students are expected to understand the inner workings of the SDR in detail, and, more importantly, to make modifications
to the code to add advanced capabilities and/or revisions as part of their graduate research projects. While somewhat valid, this
programming language proficiency assumption may not always hold true. Further, given the situation, it may be far more efficient
and beneficial to have grad students make deeper progress on their research rather than spending time becoming programming
language experts. PyChips was developed from the ground up to support this notion. A more detailed introduction to PyChips
can be found in Gunawardena (2021). Its main features are summarized in Tab. 8 . It is implemented in Python with C++
bindings where performance is absolutely essential for reasonably fast execution.

The current version of PyChips supports the creation and definition of entire constellations of satellites with advanced next-
generation signal structures, along with interference sources and channel effects. This simulation portion of PyChips (comprising
of numerous source objects) synthesizes these signals at the sample level on to one or more sample streams that are grouped
into objects called stream containers. A stream container is an abstraction of a satnav receiver’s antenna(s) and RF front-end
subsystem. This could be multi-frequency, multi-element, with different sample rates and bandwidths, IF or baseband sampling
architecture, and any and all combinations thereof. If live-sky signal processing is the use case, then one or more sampled SDR
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TABLE 8 Main features of PyChips
PyChips

Feature Solution Remark
Operating System Windows x64 Due to pre-compiled C/C++ bindings that cur-

rently use the Windows API for file reading and
threading. Linux support under development.

Programming environment Signal and ARchitecture
Description Language
(SARDL), Python, C/C++

SDR entirely specified using JSON-based
SARDL. Assembles pre-built configurable Python
and C/C++ objects at runtime according to user
SARDL specification.

IF sample file input source ION SDR Standard Parses ION metadata hierarchy to select the appro-
priate decoder kernel written in C++. Sample
decoding is split across multiple threads using a
data parallel architecture

Real-time sample input Not currently supported
Additional sensors None
Supported GNSS Supports all civilian satnav

signals (GPS, GLONASS,
Galileo, BeiDou, QZSS,
NavIC, SBAS)

Spreading codes defined as memory codes. Code
replicas specified as an assembly of sequence
objects (static, subcarrier, overlay, mux, ..., see
Gunawardena (2021))

Acquisition FFT-based generic
acquisition engine with
configurable coherent and
non-coherent integration
settings

Auto detects and implements circular vs. non-
circular frequency-domain correlation based on
code length

Tracking Generic tracking module
assembled from config-
urable functional blocks
(e.g. carrier-wipeoff, code
replica, correlator, gear-
box, accumulator, ...) and a
generic controller object –
all defined in SARDL

Employs split-sum correlation Gunawardena
& van Graas (2006). Always operates on 1-
millisecond block of samples and retires current
block before operating on next block (no sample
shifting to align with SV time-of-transmission).
Direct initialization of tracking objects configured
for other signals from same SV (e.g. GPS L1 C/A
to L1C, L2C, and L5)

Measurement output Yes CSV format
Availability Versions distributed at ION

conference tutorials
Versions used at ION tutorials

data files can be specified to instantiate a stream container object that is functionally identical and imperceptible from a simulated
one. PyChips uses the ION SDR Standard to determine the appropriate C/C++ decoder/unpacker/re-quantizer kernel to use for
reading and parsing these SDR files.

The sample streams contained in a PyChips stream container are processed using numerous sink objects. Currently, imple-
mented examples include virtual oscilloscopes and spectrum analyzers, as well as acquisition engines and signal tracking
modules.

The unique feature of PyChips is that, all of the functionality described above is defined/specified using a draft SDR language
called Signal and ARchitecture Description Language (SARDL). SARDL is implemented as a grouping of JavaScript Object
Notation (JSON) files. Current and next-generation advanced satnav signal structures and the receiver architectures to process
them are constructed by assembling together pre-built low-level functional blocks. For example, as described in Gunawardena
(2021), the user can build receiver tracking modules to process GPS L1C TMBOC(6, 1, 4/33) and Galileo E1OS CBOC(6, 1,
1/11) MBOC signals as simple BOC(1, 1) signals to model a low-cost low-power mass market receiver, or a high-end survey-
grade receiver taking full advantage of these ‘dual personality’ signals.
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TABLE 9 Main features of UAB Snapshot GNSS Receiver
UAB Snapshot GNSS Receiver

Feature Solution Remark
Operating system Any supported by MATLAB
Programming environment MATLAB MATLAB version 6.0 (R12, 2000) or higher.
Processing mode Post-processing
Supported GNSS GPS (L1 C/A, L5), Galileo

(E1C, E5a)
Acquisition FFT-based signal acquisi-

tion
Implementing the double-FFT algorithm for
both code correlation and bit synchroniza-
tion. Long correlations can be implemented by
non-coherently combining a set of coherent cor-
relations. Assisted-GNSS (A-GNSS) is used to
narrow the acquisition search space. Compatible
with 3GPP RRLP-compliant XML data.

Tracking None No tracking is implemented because the receiver
architecture is based on snapshot mode (i.e.
acquisition-only).

Navigation Weighted Least Squares
(WLS)

Coarse-time navigation is implemented.

Further features Implements near-far detec-
tion and interference detec-
tion.

Indeed, at this stage, the goal of the PyChips project is to hone SARDL with a vast number of diverse signal specifications,
use cases, and applications – in order explore the concept of a ‘satnav signals and systems specification language.’ Today, the
reference SDR that implements SARDL is written in Python and is therefore called PyChips. However, the ultimate goal of
this effort is to contribute towards satnav SDR implementations that have the performance, power efficiency, and scalability of
ASICs with the flexibility, reconfigurability, adaptability, and ease-of-use of software.

3.8 UAB Snapshot GNSS Software Receiver
The UAB snapshot GNSS software receiver (cf. Tab. 9 ) was originally developed as part of the research activities on indoor
GNSS positioning that were carried out by the Signal Processing for Communications and Navigation (SPCOMNAV) group
at Universitat Autònoma de Barcelona (UAB), back in 2007. At that time, the group was involved in one of the two parallel
contracts that ESA awarded to assess the feasibility of indoor GNSS positioning, under the project named DINGPOS. The
proposed strategy was to rely on a combination of technologies such as WiFi, ultra wideband (UWB), 2G/3G cellular networks
and GNSS as discussed by López-Salcedo et al. (2008). As far as GNSS was concerned, UAB was in charge of developing the
software implementation of a so-called high-sensitivity GNSS (HS-GNSS) receiver, which could be able to operate under the
extremely-weak signal conditions experienced indoors. This involves working under 10 to 40 dB attenuation losses, which drive
the effective carrier power to noise power spectral density, i.e. 𝐶∕𝑁0, down to values where conventional GNSS receivers are
not able to operate anymore.

The proposed HS-GNSS receiver implementation was based on a snapshot architecture where a batch of input samples
were processed at a time to provide the user’s position. This approach is often referred to in the literature as ’push-to-fix’ or
’acquisition-only’, since no tracking stage is actually implemented at the receiver. This means that the receiver operates in open-
loop mode by providing at its output the observables obtained straightaway from the acquisition stage. The implementation
of the HS-GNSS software receiver was strongly influenced by the work already initiated by Gonzalo Seco-Granados before
joining UAB, during his period from 2002 to 2005 as technical staff at the European Space Research and Technology Cen-
ter (ESTEC) of ESA in The Netherlands, where he was leading the activities concerning indoor GNSS and snapshot GNSS
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receivers. Actually, the core of the UAB snapshot GNSS receiver was inspired on the same concept of double-FFT acquisi-
tion already introduced by Jiménez-Baños et al. (2006). This algorithm uses two consecutive FFT operations for implementing
the correlation of the received signal with the local code replica, and then the simultaneous estimation of the fine Doppler and
bit synchronization. Interested readers on the double-FFT algorithm and on a detailed description of the UAB snapshot GNSS
receiver implementation will find a comprehensive description written by Seco-Granados et al. (2012).

From a general perspective, the UAB snapshot GNSS software receiver implements a set of specific signal processing tech-
niques that are tailored to the particular working conditions indoors. Nevertheless, the implementation is flexible and it does
not prevent the receiver to be operated efficiently in other scenarios, such as outdoors. Regarding the indoor environment, the
most important impairment to be counteracted is certainly the severe attenuation due to the propagation through building mate-
rials and other obstacles. Attenuation up to 40 dB can easily be experienced, thus requiring a specific action to recover as much
of the lost power in order to still be able to detect GNSS satellites. Since it is the received energy what matters from a signal
detection and estimation point of view, and energy is nothing but power times the observation time, the only way to compensate
for an extremely weak received power is by increasing the observation time. This means processing a longer piece of received
signal, which means implementing very long correlation integration times at the GNSS receiver, on the order of hundreds of
milliseconds or even a few seconds. Unfortunately, increasing the correlation time is hindered by the presence of the navigation
message data symbols, residual Doppler errors and clock instabilities. So the approach adopted in practice by most snapshot
GNSS receivers, particularly those intended for high-sensitivity applications, is to split a long correlation into pieces of shorter,
but long-enough coherent correlations, whose outputs are then noncoherently accumulated. This combination of coherent and
noncoherent correlation has proven to be successful in increasing the receiver sensitivity and thus still be able to detect a few
GNSS satellites indoors. Actually, an interesting discussion on how important having long-enough coherent integrations was
discussed by Pany et al. (2009).

The correlation between the received signal and the local replica is therefore the most important operation of a snapshot
GNSS receiver. The reason is that with such correlation, the most accurate code delay and Doppler observables need to be
estimated. This is because no tracking stage is implemented, and thus there will be no chance to further refine these observables
in subsequent stages of the receiver. It is for this reason that the correlation must be implemented in the most optimal way, taking
into account subtle details that might be ignored in conventional GNSS receiver implementations. Such optimality is actually
brought by the double-FFT algorithm implemented in the UAB snapshot GNSS receiver, which implements the optimal joint
estimation of the code-delay and fine Doppler over a long period of time, where potentially sign transitions may occur due to the
presence of data modulating symbols. Additional considerations such as how to handle a non-integer number of samples when
performing the FFT, the interpolation between consecutive correlation peaks, the code-Doppler effect over a long correlation
period, etc. can be found in Seco-Granados et al. (2012).

The code delay and Doppler estimates provided by the acquisition stage are then directly used by the navigation module to
compute the user’s position. Such code-delay estimates are ambiguous at one code period because no absolute time reference
is available, and therefore no other time-delay information can be provided but that contained with a PRN code period. This is
because just a batch of received samples is processed, and thus no access to the transmission time encoded onto the navigation
message is available in general. As a result, the user’s position needs to be computed without such time reference, which becomes
a very specific feature of snapshot GNSS receivers. This problem can be solved thanks to what is known as coarse-time naviga-
tion, where the conventional navigation equations are augmented to include an additional unknown that represents the missing
absolute time reference. The interested readers will find in (Van Diggelen, 2009, Ch.4) an excellent description of this method.

Since its development in 2008, the UAB snapshot GNSS receiver has been a key tool for many research activities at the
SPCOMNAV group. This software has been used for instance, to characterize the multipath propagation indoors (López-Salcedo
et al., 2009), to assess the feasibility of using GNSS receivers in missions to the Moon, where the weak-signal problem is very
similar to the indoor one (Manzano-Jurado et al., 2014), to test near-far mitigation techniques that may appear in indoor/Space
applications (Locubiche-Serra et al., 2016), to assess the impact of phase noise (Gómez-Casco et al., 2016), and to provide GNSS
positioning to internet of things (IOT) sensors in smart cities (Minetto et al., 2020) by means of a cloud-based implementation
of the UAB snapshot GNSS receiver that was developed from 2016 to 2018.

The migration of the UAB snapshot receiver into a cloud-based implementation was certainly a major milestone that attracted
the interest of the community and opened the door for totally new applications and use cases. The interest in cloud GNSS
positioning was motivated by the fact that GNSS software receivers were running at that time in local computers next to the
user who collected the samples to be processed. However, with the advent and widespread deployment of cloud computing
platforms such as Amazon Web Services (AWS), Microsoft Azure and Google Cloud, such local computers could actually be
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placed anywhere, and remote access could be granted to upload and process GNSS samples in a remote server in a scalable
manner. Furthermore, this approach fitted pretty well with a snapshot GNSS receiver implementation, where a batch of samples
could be sent to a remote server where the user’s position would then be computed using the same tools as in any other snapshot
GNSS receiver. That is, using A-GNSS for reducing the acquisition search space, making extensive use of FFT operations and
computing the user’s position by means of coarse-time navigation techniques.

This was the idea behind the so-called ’cloudGNSSrx’, the cloud-based implementation of the UAB snapshot GNSS receiver
as described in SPCOMNAV (2019). The architecture was based on a dockerized compilation of the Matlab source code imple-
menting the UAB snapshot GNSS receiver. Then a system of job queues, schedulers and load balancers were built on AWS
to automate and scale the remote execution of the receiver, and an API was developed for machine-to-machine communica-
tion, facilitating the provision of GNSS positioning to small IOT sensors (Lucas-Sabola et al. (2016)). In this way, IOT sensors
requiring GNSS positioning were able to offload most of the computational load to a remote server, thus significantly reducing
the power consumption and thus extending their battery lifetime.

Low-power GNSS positioning is actually one of the main applications of cloud GNSS software receivers, since for snapshots
shorter than a few tens on milliseconds, the energy spent in sending the GNSS samples to the cloud pays off for the significant
energy that is saved at the user’s terminal for not processing such samples, and doing it at the cloud instead (Lucas-Sabola et al.,
2017). This feature was actually acknowledged by the former GSA, now the European Union Agency for the Space Programme
(EUSPA), who identified the UAB cloud GNSS receiver as one of the promising technologies for the future adoption of GNSS
in the IOT domain (European Union Agency for the Space Programme, 2018). The cloud GNSS software receiver developed by
UAB was then licensed in 2019 to the startup company Loctio, who improved very significantly the initial prototype and made
it a commercial product.

It is important to remark that apart from the low-power consumption use case, cloud GNSS software receivers can also be
used to provide access to sophisticated signal processing techniques that cannot be implemented in conventional receivers.
For instance, advanced signal monitoring techniques, spoofing detection or authenticated/certified positioning, the latter being
reported by Rügamer et al. (2016). There is therefore a brilliant future ahead for cloud GNSS software receivers with many
exciting new applications still to come.

3.9 The NGene Family of Receivers at Politecnico di Torino and LINKS
The development of NGene, a GNSS software receiver, originated at Politecnico di Torino and LINKS Foundation in the early
2000s. At that time, the Navigation Signal Analysis and Simulation Group (NavSAS) was already engaged in software imple-
mentation of various sections of GNSS baseband processing. This endeavor capitalized on the group’s extensive expertise in
digital signal processing and specifically in simulating complex communication systems.

The initial focus was optimizing the acquisition and tracking stages, both as post-processing tools and as core processing units
on programmable hardware. In 2005, under regional funding, the research team, partially affiliated with the Istituto Superiore
Mario Boella (now part of the LINKS Foundation), commenced the development of a fully software-based, real-time GNSS
receiver for GPS and forthcoming Galileo signals.

The outcome of the work was NGene, the software receiver, as documented by Molino et al. (2009). NGene demonstrated
real-time processing capabilities for GPS, Galileo, and EGNOS signal components transmitted on the L1/E1 band. Prior to
processing, the signals were subjected to IF downconversion and digitalization by an external analog front-end device. Com-
munication between the front-end device and the software receiver occurred via a USB connection. The hardware part of the
receiving chain consisted solely of the antenna, and its low noise amplifier (LNA), the A/D converter with front-end filter-
ing, with all other components being software-based. This fundamental architecture has laid the groundwork for subsequent
enhancements and has been the essential building block of the NGene receiver family.

NGene, thanks to the reconfigurable and modular structure, has long served as the primary tool for in-lab analysis, devel-
opment, and prototyping of signal processing algorithms and architectures. Thanks to its flexible implementation, NGene was
adapted to process the Galileo In-Orbit Validation signals (GIOVE-A) and subsequently to process the first Galileo signals
immediately upon their availability, as detailed in Margaria et al. (2012). As a result, the research team was among the first
worldwide to achieve a position fix using the initial four Galileo satellites. Over time, the software receiver continued to evolve
and was tailored to address diverse applications, leveraging the advantages of software radio implementation (see Tab. 10 ).

Today, the NGene family offers configurable support for various RF-to-IF front-ends, which connect to the software processor
via USB, meeting the requirements of numerous activities and projects. A simplified, low-complexity version was developed to
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TABLE 10 Main features of NGene receiver family
NGene receiver family

Feature Solution Remark
Operating System GNU/Linux-based Since based on standard libraries, it can run on

Windows too
Programming environment ANSI C and assembly

(Intel x86 and ARM SIMD
instructions)

Eclipse IDE and GNU Compiler Collection
(GCC) compiler

IF sample file input source Binary file
Processing mode Real Time and Post-

processing
It can work in real-time from USB-based RF front-
ends and in post-processing mode with binary file
formats.

Additional sensors No
Supported GNSS GPS L1 C/A, Galileo E1
Acquisition FFT-based algorithm
Tracking Multi-Correlator based Data

tracking loop
Measurement output Yes Acquisition, tracking and PVT results available as

binary/text log files
Availability Restricted Licensing of a public release currently under dis-

cussion
Further features Scintillation monitoring,

Interference detection,
Galileo OSNMA authenti-
cation

Specific modified versions for research purposes

enable GNSS positioning capabilities on ARM-based embedded processors (Troglia Gamba, Nicola, & Falletti, 2015). Addi-
tional branches of the software were adapted for GNSS-R receiver deployment in reflectometry tests (Troglia Gamba, Marucco,
et al., 2015), evaluation of anti-jamming algorithms, detection of non-standard code transmission and its effects on Galileo posi-
tioning (Dovis et al., 2017), as well as being the tool for the study of the 2019 Galileo outage event (Dovis et al., 2019). One
of the latest branches of the NGene family encompasses algorithms for authenticating Galileo messages using the OSNMA, as
described in Nicola et al. (2022); Troglia Gamba et al. (2020a). Furthermore, a set of functions is being developed to support
future GPS Chimera authentication service processing (Troglia Gamba et al., 2020b).

3.10 The MATRIX SDR for Navigation with Signals of Opportunity
MATRIX (Multichannel Adaptive TRansceiver Information eXtractor) is a state-of-the-art cognitive SDR, developed at Kassas’
Autonomous Systems Perception, Intelligence, and Navigation (ASPIN) Laboratory, for navigation with terrestrial and space-
based SOPs (Kassas et al., 2020). MATRIX continuously searches for opportune signals from which it draws navigation and
timing information, employing signal characterization on-the-fly as necessary. MATRIX could produce a navigation solution in
a standalone fashion (Shamaei & Kassas, 2021a) or by fusing SOPs with sensors (e.g., IMU (Morales & Kassas, 2021), LiDAR
(Maaref et al., 2019), etc.), digital maps (Maaref & Kassas, 2020), and/or other signals (e.g., GNSS) (Kassas et al., 2017).
Figure 1 shows MATRIX’s architecture and Tab. 11 lists the main features.

On one hand, MATRIX has achieved the most accurate navigation results to-date in the published literature with cellular SOPs
(3G CDMA, 4G LTE, and 5G NR), achieving meter-level navigation indoors (Abdallah & Kassas, 2021) and on ground vehicles
(Maaref & Kassas, 2022) and submeter-level navigation on unmanned aerial vehicles (Khalife & Kassas, 2022). In addition,
MATRIX’s efficacy has been demonstrated in a real-world GPS-denied environment (Kassas, Khalife, Abdallah, & Lee, 2022),
achieving a position root-mean squared error of 2.6 m with 7 cellular LTE eNodeBs over a trajectory of 5 km (one of which
was more than 25 km away), during which GPS was intentionally jammed (Abdallah et al., 2022). MATRIX has also achieved
remarkable results on high-altitude aircraft, where it was able to acquire and track cellular 3G CDMA and 4G LTE signals at
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TABLE 11 Main features of MATRIX
MATRIX

Feature Solution Remark
Operating System Linux, Windows
Programming environment C++, MATLAB, LabVIEW
IF sample file input source Binary file
Real-time sample input Yes Some SOP modules supports real-time processing
Additional sensors IMU, GNSS
Supported GNSS GPS L1 C/A
Acquisition FFT-based signal acquisi-

tion
Tracking DLL, PLL, FLL, Kalman fil-

ter
Different tracking loops per SOP module

Measurement output Yes Acquisition, tracking, and PVT results available as
text/CSV files and via GUI

Navigation Weighted least squares;
Kalman filter; Doppler,
code- and carrier-based
positioning modes

Availability Restricted Licensing options available via The Ohio State
University

Data

Configuration

FIGURE 1 MATRIX cognitive SDR architecture. The SDR consists of: (i) USRPs to collect different radio signals, (ii)
various modules to produce navigation observables from different types of signals (e.g., cellular, LEO satellites, etc.), (iii)
external sensors (e.g., IMU, LiDAR, GNSS receivers, etc.), whose measurements can be fused with the navigation observables
produced by the signal modules, and (iv) navigation filter that fuses all measurements to produce a navigation solution.

altitudes as high as 23,000 ft above ground level and from cellular towers more than 100 km away (Kassas, Khalife, Abdallah,
Lee, Jurado, et al., 2022). What is more, meter-level high-altitude aircraft navigation was demonstrated over aircraft trajectories
exceeding 50 km, by fusing MATRIX’s cellular navigation observables with an altimeter (Kassas, Abdallah, et al., 2022).

On the other hand, MATRIX has achieved the first published results in the literature for exploiting unknown SpaceX’s Starlink
LEO satellite signals for positioning, achieving a horizontal positioning error of 10 m with Doppler observables (Neinavaie
et al., 2021) and 7.7 m with carrier phase observables (Khalife et al., 2022). In addition, the first ground vehicle navigation
results with multi-constellation LEO (Orbcomm, Iridium NEXT, and Starlink satellites) were achieved with MATRIX (Kassas
et al., 2021), upon coupling its LEO navigation observables with an inertial navigation system (INS) in a tightly-coupled fashion
through the simultaneous tracking and navigation (STAN) framework (Kassas et al., 2019).
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3.11 Other Achievements with GNSS SDRs
Apart from the success stories of the previous subsections a number of other achievements have been accomplished with GNSS
SDRs. They are listed in this subsection.

The first real-time GNSS/INS integration with an SDR was achieved by Gunawardena et al. (2004) and one of the first GNSS
SDR implementation on a GPU was reported in Hobiger et al. (2010).

GNSS SDRs are known to achieve the highest possible sensitivity as different integration schemes or data wipe-off procedures
can be performed in post-processing. This enables very long coherent integration times, which is beneficial for sensitivity or
multipath mitigation as reported in Section 3.8. Characterization of the GPS transmit antenna pattern with a 30-second long
coherent integration resulting in 0 dBHz sensitivity is discussed by Donaldson et al. (2020). The same sensitivity was achieved
by 300 noncoherent integrations, each 1 second long for the purpose of indoor timing by iPosi Inc. (2015).

Graphical programming languages, such as LabVIEW and Simulink, are attractive choices for implementing SDRs, due to
their flexibility, modularity, and upgradability. Moreover, since SDRs are conceptualized as block diagrams, graphical program-
ming languages enable a one-to-one correspondence between the architectural conceptualization and software implementation
(Hamza et al., 2009; Kassas et al., 2013).

The scope of SDRs was first extended to non-GNSS signals by McEllroy et al. (2006). SDRs became the implementation of
choice in numerous studies aimed at exploiting SOPs for navigation purposes (Diouf et al., 2021 2019; Kassas et al., 2017),
such as (i) cellular 3G code division multiple access (CDMA) (Khalife et al., 2018; K. Pesyna et al., 2011; Yang & Soloviev,
2018), 4G long term evolution (LTE) (del Peral-Rosado et al., 2017; Ikhtiari, 2019; Kang et al., 2019; Shamaei & Kassas,
2018; Shamaei et al., 2018; Wang et al., 2022; Yang et al., 2022), and 5G new radio (NR) (Abdallah & Kassas, 2022; del
Peral-Rosado et al., 2022; Fokin & Volgushev, 2022; Lapin et al., 2022; Santana et al., 2021; Shamaei & Kassas, 2021b; Tang
& Peng, 2022); (ii) AM/FM radio (Chen et al., 2020; McEllroy, 2006; Psiaki & Slosman, 2022; Souli et al., 2021); (iii) digital
television (Souli et al., 2020 2022; Yang & Soloviev, 2020); and (iv) LEO satellites (Farhangian et al., 2021; Farhangian &
Landry, 2020; Nardin et al., 2021; Orabi et al., 2021; Pinell, 2021; Zhao et al., 2022) .

Due to the enhanced analysis possibilities of GNSS SDR they proved to be very useful to understand ionospheric scintillation
and the first dedicated SDRs are described by O’Hanlon et al. (2011); Peng & Morton (2011). The authors used a general purpose
front-end being reconfigurable for multi-GNSS multi-band signals, and a custom dual-frequency front-end, respectively. The
first system further evolved into an intelligent, scintillation event-driven data collection, as reported by Morton et al. (2015).

Commercialization of academic SDR developments was partly discussed in the previous sections. Also, a major receiver
manufacturer provides GNSS SDRs, first starting with a timing receiver (Trimble Inc., 2005) and then moving to a flexible
narrow-band receiver (Trimble Inc., 2017). Wide-band signals were later added, with some signal processing now done on an
FPGA as reported in PR Newswire (2021). The most recent commercial activity can be found in LocusLock (2022) and builds
upon the software described in the Section 3.1.

4 SDR FRONT-ENDS

As outlined before, a front-end is required to obtain digital samples for the SDR processing. The front-end’s tasks are to receive,
filter, amplify, down-convert, and further digitize and quantize the analog RF signal entering the GNSS antenna. Many different
types of front-ends were used for GNSS SDRs. Roughly, five different categories can be identified:

discrete components: using RF-connectable components like LNAs, filters or ADCs it is comparable easy to realize the
function of a front-end and log IF or baseband samples. Those setups are easy to realize, but often bulky and sometimes
prone to interference.
commercial signal recorders: several companies offer GNSS signal recorders to allow to record (and often to replay)
one or more GNSS frequency band. Usually they do not implement a real-time connection to an SDR.
generic non-GNSS front-ends: SDR technology is used in many different fields of electrical engineering and front-
ends covering a wide frequency are available. Their price ranges from a few Dollars (Fernández–Prades et al., 2013) to
highly sophisticated multi-channel front-ends costing several ten-thousands of Dollars. The oscillator quality, bit-width
or RF-filter characteristics is not always optimal for GNSS signal processing.
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dedicated GNSS real-time front-ends: built for the purpose to realize a real-time GNSS SDR. A good example is
described in Section 4.1. They are compact and build with discrete components.
ASICs: some RF-ASICs seem to target GNSS SDR use and evaluation kits allow streaming of IF samples, e.g. NTLAB,
UAB (2022); RF Micro Devices, Inc., Greensboro (2006).

GNSS signals need a comparable high sampling rate of the front-end and when connected to a PC via a USB cable the transfer
was not always reliable in the early years. Various optimizations and workarounds have been implemented like watermarking
the IF sample stream and skipping lost sample packets as invented by Foerster & Pany (2013). With the advent of USB 3.0 or
PCIe those solutions became obsolete.

In the following section, we describe Fraunhofer USB front-ends as an example of user needs, main features and general
architectures of GNSS SDR front-ends. For a broader perspective of GNSS-compatible front-ends in the market, the interested
reader can refer to (Borre et al., 2022, Ch.12).

4.1 Fraunhofer USB Front-ends
The scientific community, along with some industrial partners, required a multi-band solution for the upcoming civil multi-band
signals in GPS and Galileo planning. In 2006, Fraunhofer IIS developed a front-end called the L125 Triband USB (see Fig. 2 a),
which allowed recording of fixed frequencies of L1/E1, L2, and L5/E5a. This front-end had one antenna input and could record
via two USB 2.0 connectors data streams with up to 40 MSPS sampling rate and a 2 or 4 bit ADC resolution, and one antenna
input. However, increasing customer demands for portable and flexible solutions led to a complete redesign of the USB front-
end concept. One major request was reconfigurability on the SDR front-end side. To meet these different requirements in one
SDR front-end hardware, a new version of the USB front-end was developed that realizes the signal conditioning to an onboard
FPGA enabling desired reconfigurability on the fly. This was necessary to allow for a single-band receiver with a low sampling
rate for specific real-time SDR projects, as well as a wideband and multi-frequency front-end for other projects.

In 2012 Fraunhofer IIS (Rügamer et al., 2012) introduced the Flexiband multi-system, multi-band USB front-end depicted
in Fig. 2 b. Within the last ten years, this front-end has been used and validated in numerous scientific and industrial projects.
Furthermore, it has been commercialized and is distributed as the ’MGSE REC’ product of TeleOrbit GmbH (2022).

A regular Flexiband unit consists of up to three analog reception boards, a carrier board with ADCs and FPGA, and a USB 3.0
interface board. A common antenna input port is supported, and separate front-end input signals for up to three antenna inputs.
Three dual-channel ADCs sample the incoming signal with 81 MSPS and 8 bits I/Q. The raw data stream is received by an
FPGA in which different digital operations like filtering, mixing, data rate, and bit-width reduction, as well as a digital automatic
gain control (AGC) are applied. Finally, a single multiplexed data stream is formed together with a checksum. This multiplexed
stream is sent via an USB 3.0 interface to the PC. Data rates of up to 1296 MBit/s or 162 MByte/s raw data stream are supported.
The Flexiband GUI software receives the raw multiplexed stream, checks its integrity, and demultiplexes it. The data streamed
can be either written to hard disk or sent to a customer application (e.g., a software receiver). The raw samples can be stored
as a multiplexed data stream, in an 8 bit/sample format, or directly as a .mat file for MATLAB. In parallel, the ION Metadata
*.sdrx is provided.

Due to its bandwidth, sampling rates, quantization, and multiplexing schema flexibility, the ION SDR Standard was a perfect
fit to clearly and unambiguously define the configuration for the user. Therefore, right after the first conclusion of the ION SDR
Standard, each binary raw-data output file of the Flexiband front-end was equipped with an ’sdrx’ metadata file specifying the
raw data format.

Finally, a replay variant of this Flexiband exists that reads in the raw IF samples on hard disk using the ION SDR Standard
specification and replays the digital data as an analog RF output stream supporting multiple GNSS bands at the same time.

5 ION SDR STANDARD

The previous sections already made clear that data exchange between the various SDRs requires a certain level of standardization.
The events that led up to the suggestion to develop what became the ION SDR Standard (also known as ION GNSS Metadata
Standard, ION SDR Metadata Standard, GNSS SDR Sampled Data Metadata Standard or GNSS SDR Metadata Standard),
can be traced back to circa 1999. Building upon the successful contributions made by Akos, the Ohio University Avionics
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(a) TriBand USB2.0 Front-end from 2006 (b) Flexiband USB3.0 Front-end from 2012 onwards

FIGURE 2 Two examplary USB Front-end from Fraunhofer IIS

Engineering Center undertook several research projects leveraging GPS SDRs. One such project was called the GPS Anomalous
Event Monitor (GAEM) (Snyder et al., 1999). This was sponsored by the FAA Technical Center and led by Prof. Frank van Graas.
Commercial GPS receivers within prototype LAAS ground facilities were experiencing brief unexplained outages. GAEM kept
a continuous 10-second history of IF samples in a circular memory buffer. When an outage occurred, GAEM was triggered
to dump this buffer to disk and collect for a further 10 seconds. These sample files were then post-processed in MATLAB to
determine the cause of the anomaly. Early versions of GAEM used commercial data collection cards and had numerous issues
related to their proprietary drivers. Around 2001, Gunawardena developed a refined version of GAEM that was based on one of
the earliest PCI-based dual-ADC-plus-FPGA development cards commercially available. It collected two GPS L1 data streams
at 5 MSPS and 2 MHz bandwidth. This version of GAEM was fielded at three airports and operated continuously for over 3 years
and helped to characterize numerous anomalous events (Gunawardena et al., 2009). This GAEM also supported a continuous
collection mode, and was used for several research projects including the characterization of GPS multipath over water (Zhu &
Van Graas, 2009) and GPS/IMU deep integration demonstrations in flight (Soloviev et al., 2004). For the latter, the 2 kHz raw
data from a MEMS IMU were interleaved with the SDR samples thanks to the FPGA-based architecture that allowed for such
custom capabilities.

Circa 2002, as these research projects progressed, the 2 MHz bandwidth limitation of GAEM became apparent. There was
a pressing need to support emerging research opportunities related to GPS L5, as well as high fidelity GPS signal quality
monitoring. A multi-band and higher-bandwidth (24 MHz) front-end and SDR data collection system was needed. There were
only a handful of vendors selling such systems at the time, and it wasn’t clear if these would serve the purpose for satnav
SDR application (sampling coherency concerns, etc.). However, by far, the >$350k price tag of these systems precluded any
hope of purchasing them for university research. It was decided to develop this capability in-house. In 2003, a 2-channel L1/L5
front-end with 24 MHz bandwidth and 56.32 MSPS was developed (Gunawardena et al., Winter 2007-2008). It was based on
connectorized RF components. The sampling and collection subsystems were carried over from GAEM.

The capabilities of the dual-frequency high-bandwidth system attracted interest from several universities, government research
groups, as well as a defense contractor. To support these opportunities, the development of a new system known as Wideband
Transform-domain Instrumentation GNSS Receiver (TRIGR) was completed in 2008 (Gunawardena & Van Graas, 2011). The
front-end was miniaturized to a single-frequency custom PCB module. Up to 8 such modules (with the required frequency
options) were combined with an 8-channel 12-bit ADC to create modular systems for various sponsors. The raw samples from
the ADC are transferred to a PCIe FPGA card where the 8 streams are packed in various formats according to the user’s selection
in a GUI. Supported formats range from any one stream at 1-bit sample depth, any 2 streams at 12 bits (sign extended to 16), to
all 8 streams at 4 bits. The sustained data transfer rate from the PCIe FPGA card to the RAID storage array was limited to 240
MB/sec. As such, the appropriate format had to be selected to balance between the required capability and transfer rate. The
generated file names embed a UTC timestamp as well as the packed stream order and sample depth.

The event-based data collection feature of GAEM needed to be incorporated into Wideband TRIGR. However, the >10× data
rate meant that a 10-second circular buffer could not be easily implemented in RAM using 32-bit systems of the day. This issue
was addressed by writing data as a sequence of smaller files, where a new file was spawned before the current file was closed
– with some sample overlap for data integrity – a technique known as temporal splitting. A separate process was used to delete
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older files from the RAID array to make room for new ones – unless an event was received – in which case the files surrounding
the event were moved to a folder for post-processing.

With the myriad of sample packing formats available with Wideband TRIGR, along with the temporal splitting-based file
generation scheme, it became clear that a machine-readable metadata file needed to be included with every collection. An XML
schema was designed for this purpose.

Up until this time, apart from the FPGA-based real-time GPS receiver that was developed and used for certain projects, all
SDR files generated by GAEM and Wideband TRIGR were post processed in MATLAB. As others have mentioned, this was
excruciatingly slow – especially for Wideband TRIGR data. To address this issue, as well as to support the rapid emergence of
multi-band and multi-constellation satnav signals, Gunawardena wrote and distributed a MATLAB SDR toolbox where correla-
tion was performed in optimized C code and also leveraged multi-threading in a data parallel architecture. This toolbox, known
as ChameleonChips, also read the XML metadata files produced by Wideband TRIGR to determine the appropriate sample
unpacking kernel to use. This work was presented at ION GNSS+ 2013 in Nashville, TN (Gunawardena, 2013). During this
presentation, it was suggested that the satnav SDR community should adopt a metadata standard – similar to the one developed
for Wideband TRIGR – in order to alleviate the numerous headaches associated with sharing such files. This was met with
widespread support and enthusiasm. Longstanding ION members Phillip Ward, Jade Morton, and Michael Braasch helped to
pitch this idea to the ION Executive Committee.

During the January 2014 Council Meeting in San Diego, ION approved the process for establishing a formal standard
(Gunawardena et al., 2021). The ION GNSS SDR Metadata Working Group (WG) was formed in April 2014 with Thomas Pany
and Gunawardena as co-chairs (James Curran was added later as a third co-chair). Membership represented academia, industry
(including satnav SDR product vendors as well as traditional satnav equipment manufacturers), non-profit research entities, and
government agencies spanning countries in Europe, America, Asia, and Australia. The working group developed the standard
as well as associated normative software over a course of six years. With regard to the normative software, while many individ-
uals contributed, initial development of the C++ object model was performed by Michael Mathews of Loctronix while James
Curran wrote much of the functionality to decode packed samples based on the metadata specification. The draft standard was
adopted as the formal ION SDR Standard in January 2020.

5.1 Use of the ION SDR Standard
Today the ION SDR Standard serves as a reference to describe IF formats and is for example useful for public tenders or if for
some means an established format is needed. A number of SDRs do include the C++ libraries to read meta-data and IF samples.

The level of exchange of IF samples between research groups is to some extent limited and much less executed compared to
e.g. exchange of RINEX files. This is of course related to the huge size of IF sample files and to the fact that for the majority of
GNSS use cases, RINEX observation data or PVT exchange is sufficient. Furthermore, GNSS SDRs still tend to use mostly the
same front-end and once the respective data format is known, there is obviously no need to describe it via the XML format. A
disadvantage of the C++ routines is their generic design, which renders sample reading quite slow, as each sample is isolated via
a number of for-loops from the input files. Clements et al. (2021) did propose an algorithm to automatically generate optimized
code for sample reading for a given IF format, but this proposal did not yet manifest into a usable implementation.

5.2 ION SDR Standard Extension
Already during the standardization process a number of features for the standard were identified, that appear to be useful, but
lack of resources did not allow including them in the formal standardization procedure. Those features are described in the App.
II of (ION SDR Working Group, 2020). Within the ION-GNSS+ 2022 meeting in September, the following points have been
discussed and will be included in App. II of the next - draft-version V1.1 of the ION SDR Standard:

5.2.1 Flexible bit layout
The ION SDR Standard defines a ’Lump’ as the ordered containment of all samples occurring within an interval. The ordered
containment is understood in a regular way holding the samples of the individual streams together. Clements et al. (2021) see
this as a limitation, as highly efficient SDRs may use efficient bit-packing schemes to optimize data transfer over communication
lines that need buffering. They identify a need to distribute the samples of different Streams in interleaved ways over the Lump.
This interleaving cannot be described by the V1.0 of the ION SDR Standard. To overcome this limitation, the authors propose a
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new but optional attribute for the Lump object, called ’Layout’. In case Layout is present, further information on the bit packing
scheme needs to be provided, describing in an explicit way the type of each bit of a Lump. The authors make a detailed proposal
for this new Lump layout following the structure of the existing standard. The proposal even includes more advanced bit use
cases, like puncturing (e.g. explicit omitting of bits) and overwriting of bits by time markers.

5.2.2 Refined sample rate/epoch definitions
Clements et al. (2021) note that the V1.0 of the ION SDR Standard makes implicit assumptions about the timing of the sampling
process and staggered sampling cannot be described by it. Staggered sampling occurs if the sampling instants of different GNSS
signals are delayed with respect to each other, and might be of use to increase observability of GNSS interference in a multi-
antenna system. To overcome this limitation, the authors propose to add two new attributes for ’Stream’ objects to shift the
sampling epochs of different GNSS stream with respect to each other.

5.2.3 JSON format for metadata files
Comment ID 22 of the initial Request for Comments (RFC1) makes a suggestion that the WG considers markup languages other
than XML for metadata files, specifically JSON, YAML and TOML (Anonymous, 2017). In 2017, this comment was addressed
by asserting that the XML format will be maintained for the time being, since normative software that parses XML had already
been developed. However, the WG responded with the assurance that “other markup languages will be considered in the future
based on community need and interest.”

As of the time of this writing, and with the experience gained from developing PyChips (which is a satnav SDR that is
completely described using a draft signal/system specification language based on JSON, as described in Section 3.7), it is this
author’s opinion that JSON may have some distinct advantages over XML for future applications and use cases. For example,
JSON streaming is a methodology for transferring object-oriented data over communications protocols (Wikipedia, 2022) and is
widely used in well-known applications such as Plotly (2022). Hence, streaming JSON could be one way to parse SDR sample
streams whose formats are changing dynamically.

Figure 3 shows a notional listing for a JSON formatted metadata description for the Flexiband front-end XML metadata
listing found in Gunawardena et al. (2021).

To maintain compatibility with the existing and formally adopted XML-based metadata specification, it is understood that any
adoption of another markup language such as JSON must include open source normative software and tools to convert between
these formats. Adoption of JSON based metadata is currently being considered for future versions of PyChips. If and when a
successful implementation has been achieved, consideration for adopting JSON as another valid option for representing ION
SDR Standard-compliant metadata in a future version of the standard will be requested.

SUMMARY AND CONCLUSION

Since GPS SDR developments started in the mid 90’s, together with the operational declaration of GPS, its feasibility has
been widely proven by several platforms and their derivatives. We define GNSS SDR platforms as those implementing the
receiver functions in general purpose software and processors, and divide them in real-time receivers, teaching/research tools,
and snapshot receivers. We then describe some of them, with focus on those related to the authors but also including other
developments. In particular, and based on the pioneering work by D. Akos, we describe the bit-wise parallelism platform by the
Cornell GPS group, which led to GRID by UT Austin; the MuSNAT receiver by UniBwM, which also led to IFEN GmbH’s SX3
commercial receiver; The SoftGPS Matlab receiver and associated book, widely used for GNSS teaching and also influencing
other platforms, such as FGI-GSRx; the popular C++ open source GNSS-SDR by CTTC; AutoNav SDR by Inha University;
PyChips by S. Gunawardena and based on Python; the snapshot GNSS receiver by UAB, leading to cloudGNSSrx; the real-time
N-GENE receiver by LINKS, used for early testing of Galileo first signals and OSNMA and the MATRIX receiver by ASPIN
for navigation with terrestrial and space-based SOP among others. We provide an overview of the tasks and components of SDR
front-ends, and for this purpose we describe Fraunhofer developments from the last years as a reference. Finally, we discuss the
ION SDR Standard, officially approved by ION in 2020, and its current extensions.

In view of the impact in the GNSS community and the progress in the last decades, we conclude that GNSS SDR has a
promising future and will continue coexisting with FPGA and ASIC receivers for the decades to come.
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FIGURE 3 Notional JSON Representation of Flexiband Front-End Metadata from Gunawardena et al. (2021)
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ABSTRACT
Taking the work conducted by the Global Navigation Satellite System (GNSS) Software Defined Radio (SDR) working group
during the last decade as a seed, this contribution summarizes for the first time the history of GNSS SDR development. It
highlights selected SDR implementations and achievements that are available to the public or influenced the general SDR
development. The relation to the standardization process of Intermediate Frequency (IF) sample data and metadata is discussed,
and a recent update of the Institute of Navigation (ION) SDR standard is recapitulated. The work focuses on GNSS SDR
implementations on general purpose processors and leaves aside developments conducted on Field Programmable Gate Array
(FPGA) and Application-Specific Integrated Circuits (ASICs) platforms. Data collection systems (i.e., front-ends) have always
been of paramount importance for GNSS SDRs and are thus partly covered in this work. The work represents the knowledge of
the authors but is not meant as a complete description of SDR history. Part of the authors plan to coordinate a more extensive
work on this topic in the near future.

I. INTRODUCTION
Receiver development has always been an integral part of satellite navigation, ever since the early studies conducted for the
American Global Positioning System (GPS). The very first receivers were huge devices, realizing the correlation of the received
satellite signal with internally generated code and carrier replicas by a mixture of digital and analog electronics (Teunissen
and Montenbruck, 2017). The advance of semiconductor technology soon after enabled signal processing on dedicated chips.
This technology was of course complex to handle and mostly located within the US industry. Despite the success of GPS
and its Russian counterpart Globalnaya Navigazionnaya Sputnikovaya Sistema (GLONASS), receiver internal technology was
barely accessible to the broader research community for a long time, as it seemed to be impossible to realize GNSS signal
processing on low-cost computers. Even in the year 1996 a key receiver design pioneer expressed skepticism that general
purpose microprocessors were, or would ever be, a suitable platform for implementing an GNSS receiver (Kaplan, 1996).

The situation radically changed when the algorithms of a GPS receiver were first implemented as Matlab software on a desktop
Personal Computer (PC) and estimates of Digital Signal Processor (DSP) processing power to run the algorithms in real-
time were encouraging (Akos and Braasch, 1996; Akos, 1997). Soon after, real-time processing was demonstrated even on
conventional PCs and the widespread use of software radio technology took off with exponential growth. Interestingly, software
radio technology did not replace existing hardware receivers usually realized as one or more ASICs, but complemented these,
allowing researchers to easily implement and test new algorithms or to develop highly specialized receivers with reasonable
effort. Today, this is a well-established approach for military, scientific, and even commercial applications as described by
Curran et al. (2018).

As different research groups developed their own software radios, they used different data collection systems to sample the
GNSS signals. Whereas the data format of the digital GNSS signal streams is comparably easy to describe, the widespread use
of software radio technology made it necessary to introduce a certain level of standardization, which was finally achieved by a
group of researchers as documented by Gunawardena et al. (2021).

Technology further evolved, and not only new GNSS software radios appeared, but also some deficiencies of the standard
(Clements et al., 2021). This triggered this work to recap the roots of GNSS SDR development in sect. II with a more detailed



focus on some receivers in sect. III and on front-end developments in sect. IV. Section V summarizes the history and the
proposed update of the GNSS SDR standard.

II. GNSS SOFTWARE DEFINED RADIO HISTORY
The history of the Global Positioning System (GPS), or now more broadly known as the Global Navigation Satellite System
(GNSS) Software Defined Radio (SDR), requires more than a bit of recollection which always can be fraught with inaccuracies,
none of which are intentional, and corrections would always be welcome.

GNSS SDR traces its roots to Ohio University’s Avionics Engineering Center around 1994. Professor Michael Braasch, a newly-
minted faculty member of the Electrical and Computer Engineering department and already recognized as an expert in GNSS
multipath, was interested in creating in a high-fidelity simulation of the internal signal processing within GPS and GLONASS
receivers. Dennis Akos, a Ph.D. student in the Ohio University Electrical and Computer Engineering department/Avionics
Engineering Center, was intrigued by the idea. Already harboring a keen interest in computer science and programming, Akos
took on the simulation project at Braasch’s request under the FAA/NASA Joint University Program. Meanwhile, publication of
“The Software Radio Architecture” within the 1995 IEEE Communication Magazine Mitola (1995) fueled Akos’s and Braasch’s
thinking that this “simulation” could instead be targeted toward an actual software radio implementation. The result was the
first publication on GNSS SDR, which appeared in the proceedings of the 1996 ION Annual Meeting Akos and Braasch (1996).

Development of this initial simulation/implementation was significantly furthered through cooperation with Dr. James B. Y.
Tsui of Wright Patterson Air Force Base. Well recognized as an expert in digital receivers, Tsui had recently taken an interest
in satellite navigation. In 1995, two summer interns, Dennis Akos from Ohio University and Michael Stockmaster from The
Ohio State University, worked under Tsui’s guidance to develop a Matlab implementation of the signal processing required for
basic GPS receiver operation. A digital oscilloscope was used to capture the initial IF data that were critical to developing
and debugging those early algorithms. Akos was responsible for the lower-level signal processing (acquisition as well as
code/carrier tracking), while Stockmaster implemented the navigation solution. The cumulative result was the first ever GPS
SDR implementation. Although fully operational, it was “slow as molasses”: processing 30 seconds of IF data required hours
of computation time. Tsui published the first textbook on GPS SDR in 2000 (Tsui, 2000). A parallel contribution of this initial
effort was the direct Radio Frequency (RF) sampling front-end, which garnered significant interest as well as pushed advances
in analog-to-digital converter development (Akos et al., 1999).

After receiving his Ph.D. in 1997, Akos started his academic career as an Assistant Professor in the Systemteknik Department
of Luleå University of Technology in Sweden, where he taught a course on computer architecture. It was here that GPS SDR
first achieved real time operation. For a class project, Akos provided a Matlab-based GPS SDR and challenged a group of
students to “get it to run as fast as possible” subject to the requirement that the complex accumulation products for each channel
were within 10% of those produced by the original Matlab-based GPS SDR. It was in 1999 that the first “real time” operation
was possible, processing 60 seconds of IF data in 55 seconds. This was a notable achievement at the time as renowned GPS
expert Philip Ward, who was responsible for some of the first GPS receivers, wrote: ”the integrate and dump accumulators
provide filtering and resampling at the processor baseband input rate, which is around 200 Hz (...). The 200 Hz is well within
the interrupt servicing rate of modern high-speed microprocessors, but the 5- or 50 MHz rates would not be manageable” in
(Kaplan, 1996). This real time implementation effort was led by student Per-Ludvig Normark and led to the results published
by Akos et al. (2001).

In the meantime, Kai Borre, a geodesy professor from Aalborg University, had also developed in the mid-late 1990s Matlab
code for GPS receivers. Borre’s code focused on the navigation block and including functions for e.g. conversion of coordinates
and time references, satellite position determination and atmospheric corrections. The joint efforts of Akos, Borre and others
would later lead to the well-known book (Borre et al., 2007), a main reference for GNSS SDR over the next years, and the
related SoftGPS Matlab receiver.

Upon graduation, Normark continued his GNSS receiver development with the GPS Laboratory at Stanford University and then
returned home to Sweden where he co-founded NordNav Technologies, which developed the first Galileo SDR, and helped
establish the architecture, with Cambridge Silicon Radio (CSR) out of Cambridge, UK, to push GNSS to a price point acceptable
to the mobile phone adoption. CSR, at the time a dominant supplier of Bluetooth hardware to the mobile phone market, acquired
NordNav in 2006, and redesigned the 2.4 GHz radio to multiplex to the 1575.42 MHz GPS L1 band, exploiting the fact that most
Bluetooth applications have a relatively low duty cycle. This approach, coupled with the real time software GPS implementation,
provided a near-zero-added-cost GPS receiver.

There has been numerous contributions to GNSS SDR development since these early years, many of which are from the
co-authors of this paper. Some selected developments are outlined in the next section. The authors of this paper are aware that
many other important contributions are missing herein and agreed at the ION GNSS+ 2022 conference to extend this endeavor
to a larger format, like a special issue of NAVIGATION, thereby maximizing the inclusion of all relevant contributors.



III. CURRENT STATUS OF GNSS SOFTWARE DEFINED RADIOS
In June 2022, a quick internet search did not reveal a comprehensive listing of all GNSS SDRs and Wikipedia (2022) lists
six entries, which is far below the number of receivers known by the authors, even if the following criterion is applied to
limit the scope: a GNSS SDR (or software receiver) is defined as a piece of software running on a general purpose computer
converting samples of a received GNSS signal into a Position Velocity and Time (PVT) estimate. It is clearly understood that
a front-end including Analog-to-Digital Conversion (ADC) is required to sample the received signal, but other than that no
further functionality is allowed to be realized via hardware. With this definition, three categories of software receivers can be
introduced:

• real-time receivers: monolithic or modular software packages written in an efficient low-level programming language
(like C or C++) typically optimized for run-time efficiency and stability

• teaching/research tools: software packages written in a high level programming language like Python or Matlab
optimized for code readability and flexibility

• snapshot receivers: receivers optimized for very short batches of signal samples

Furthermore, the software package shall allow some configuration flexibility and (at least theoretically) support the ION SDR
standard. The following subsections introduce a few selected developments, emphasizing the rationale behind design choices
and current status. Section III.1 describes the work of Psiaki, Ledvina, and Humphreys and their efforts in real-time processing
on DSPs with the bit-wise approach proving to be highly successful even for space applications. Sect. III.2 covers work of
Pany/others in their efforts with multiconstellation/multifrequency GNSS. Sect. III.3 and Sect. III.4 cover the efforts of Borre
and others in a readable open source Matlab GPS SDR started in (Borre et al., 2007), with the most recent GNSS update reported
in Borre et al. (2022). Akos has also continued this academic development of a suite of open source GNSS SDRs (Bernabeu
et al., 2021). The widely used open-source receiver GNSS-SDR is described in III.5. The AUTONAV receiver used to support
the development of Korean Positioning System (KPS) is discussed in sect. III.6 and PyChips (cf. sect. III.7) is the basis for
tutorial classes of the ION. The snapshot approach is outlined in sect. III.8 and sect. III.9 discusses a SDR used e.g. to the
authentication schemes, reflectometry or to assess the influence of non-standard GNSS transmissions. Section III.10 extends
the scope of SDR to non-GNSS signals.

Whereas at the beginning of the GNSS SDR development the different receivers were linked to specific persons or research
institutes, today often different receivers, tools or code bases are used at the same institute. On the other hand, code bases first
developed by a single institute spread into different institutes. For example, the developments of Borre et al. (2007) forked into
several branches [e.g. (FGI, 2022; Bernabeu et al., 2021; Zhang, 2022)], as discussed in sect. III.3 and sect. III.4.

Many key contributions to GNSS in general have been achieved with SDRs. Other SDR key publications cover implementations
or algorithms which were in principle already known, but have been implemented for the first time with SDR technology.
Some of those contributions are listed in the following subsections. Apart from them it is worthwhile to mention that the first
real-time GNSS/INS integration with an SDR was achieved by Gunawardena et al. (2004) and one of the first GNSS SDR
implementation on a Graphics Processing Unit (GPU) was reported in Hobiger et al. (2010). Furthermore, GNSS SDRs are
known to achieve the highest possible sensitivity as different integration schemes or data wipe-off procedures can be performed
in post-processing. This enables very long coherent integration times which is beneficial for sensitivity or multipath mitigation
as reported in sect. III.8. Characterization of the GPS transmit antenna pattern with a 30-second long coherent integration
resulting in 0 dBHz sensitivity is discussed by Donaldson et al. (2020). The same sensitivity was achieved by 300 noncoherent
integrations each 1 second long for the purpose of indoor timing by iPosi Inc. (2015). On the other hand, graphical programming
languages, such as LabVIEW and Simulink, are attractive choices for implementing SDRs, due to their flexibility, modularity,
and upgradability. Moreover, since SDRs are conceptualized as block diagrams, graphical programming languages enable
a one-to-one correspondence between the architectural conceptualization and software implementation (Hamza et al., 2009;
Kassas et al., 2013).

The scope of SDRs was first extended to non-GNSS signals by McEllroy et al. (2006). SDRs became the implementation of
choice in numerous studies aimed at exploiting signals of opportunity (SOPs) for navigation purposes (Kassas et al., 2017; Diouf
et al., 2019, 2021), such as (i) cellular 3G code-division multiple-access (CDMA) (Pesyna et al., 2011; Yang and Soloviev, 2018;
Khalife et al., 2018), 4G long-term evolution (LTE) (del Peral-Rosado et al., 2017; Shamaei et al., 2018; Shamaei and Kassas,
2018; Ikhtiari, 2019; Kang et al., 2019; Wang et al., 2022; Yang et al., 2022), and 5G new radio (NR) (Shamaei and Kassas,
2021b; Santana et al., 2021; Fokin and Volgushev, 2022; Abdallah and Kassas, 2022; Lapin et al., 2022; Tang and Peng, 2022;
Del Peral-Rosado et al., 2022); (ii) AM/FM radio (McEllroy, 2006; Chen et al., 2020; Souli et al., 2021; Psiaki and Slosman,
2022); (iii) digital television (Souli et al., 2020; Yang and Soloviev, 2020; Souli et al., 2022); and (iv) Low Earth Orbit (LEO)
satellites (Farhangian and Landry, 2020; Orabi et al., 2021; Farhangian et al., 2021; Pinell, 2021; Nardin et al., 2021; Zhao et al.,
2022) .

Due to the enhanced analysis possibilities of GNSS SDR they proved to be very useful to understand ionospheric scintillation and



the first dedicated SDRs are described by Peng and Morton (2011); O’Hanlon et al. (2011). The authors used a general purpose
front-end being reconfigurable for multi-GNSS multi-band signals, and a custom dual-frequency front-end, respectively. The
first system further evolved into an intelligent, scintillation event-driven data collection as reported by Morton et al. (2015).

Commercialization of academic SDR developments is partly discussed in the following sections. Also a major receiver
manufacturer provides GNSS SDRs, first starting with a timing receiver (Trimble Inc., 2005) and then moving to a flexible
narrow-band receiver (Trimble Inc., 2017). Wide-band signals were later added with some signal processing now done on an
FPGA as reported in PR Newswire (2021). The most recent commercial activity can be found in LocusLock (2022) and builds
upon the software described in the following section.

1. Bit-Wise Parallelism for the High-Bandwidth Digital Signal Processing Receiver Operations
The original real-time GNSS software radio work by Akos (1997) inspired an effort within the Cornell GPS group. Psiaki had
been working with non-real-time software GNSS signal processing in Matlab for about 2 years when he started to wonder
whether the slow Matlab operations could be translated to run in real-time on a general desktop workstation. The bottleneck
in GNSS digital signal processing occurs when doing the operations that initially process the high-frequency RF front-end
samples. RF front-ends typically sample at 4 MHz or faster. A 12 channel receiver would have to perform on the order of
400 million operations per second or more in order do all of the needed signal processing. Psiaki conceived the concept of
bit-wise parallel processing as a means of addressing this challenge. He recruited then-Ph.D. candidate Brent Ledvina to make
an attempt at implementing these ideas in the C programming language on a Real-Time Linux desktop workstation. Ledvina
succeeded in developing a 12-channel real-time L1 C/A-code receiver after about 6 months effort. The first publication about
this receiver was (Ledvina et al., 2003).

The main concept of bit-wise parallelism is to work efficiently with RF front-end data that have a low number of quantization
bits. If an RF front-end produces a 1-bit digital output stream, then 32 successive sign-bit samples can be stored in a single
32-bit unsigned integer word on a general-purpose processor. Thirty-two successive output samples of a 2-bit RF front-end can
be stored in two 32-bit words, one containing the successive sign bits and the other containing the successive magnitude bits.
Each channel of the software receiver generates a 1-bit or a 2-bit representation of 32 successive samples of its IF carrier replica,
both in-phase and quadrature, and the successive samples are stored in parallel in 32-bit unsigned integer words. Similarly, it
generates a 1-bit representation of 32 successive samples of its prompt Pseudo-Random Noise (PRN) code replica and stores
them in parallel in a single 32-bit unsigned integer word. It also generates an early-minus-late PRN code replica that requires 1.5
bits per sample, which takes up two 32-bit unsigned integer words to store 32 samples. These replica signals can be generated
very efficiently by using pre-tabulated 32-bit words. The software receiver then performs a series of bit-wise AND, OR, XOR,
and similar operations that have the effect of performing PRN code mixing and IF-to-baseband carrier mixing. The outputs of
the mixing operations are contained in a small number of 32-bit words, the number of which depends on the number of bits in
each RF front-end output sample and the number of bits in the IF carrier replicas.

The final operation is accumulation of the results in the 32-bit words. This involves sets of bit-wise Boolean operations, as per
Ledvina et al. (2003), followed by summation of the number of 1-bits in the resulting 32-bit unsigned integer words. The bit
summation operations proved to be a challenge in terms of minimizing execution time. Ledvina solved this problem by using
a pre-computed 1-dimensional data table whose input was the unsigned integer and whose output was the number of 1-bits. In
order to keep the table size reasonable, it only counted the bits in a 16-bit unsigned integer word. The original receiver’s 32-bit
words were split in half, 2 table look-ups were performed, and the results summed in order to count all the 1-bits. The original
algorithms are defined by Ledvina et al. (2003), Ledvina et al. (2004a) and Ledvina et al. (2006b).

When using very long PRN codes, such as the L2C CL code, the original method’s whole-period PRN code tables of the proper
32-bit words at various code phases became impractically large. Therefore, a new method was developed for long PRN codes.
It tabulates 32-bit words of short generic PRN code chip sequences, with all possible combinations of a short sequences of chips
considered at various PRN code offsets relative to the start of the samples of the 32-bit word. Those methods are described by
Psiaki (2006) and by Ledvina et al. (2007). This technique proved invaluable for dealing with long codes.

After getting the basic algorithms working in real-time, the Cornell group show-cased the efficacy of real-time GNSS software
radio by using the techniques to develop a dual-frequency L1 C/A and L2C receiver (Ledvina et al., 2004b) and a GPS/Galileo
L1 civilian receiver (Ledvina et al., 2006a). These real-time software GNSS receivers each required only several person-days
to develop them from the original L1 C/A code receiver. Of course, the L1/L2 receiver required a new dual-frequency RF
front-end. The GPS/Galileo receiver required knowledge of the civilian Galileo E1 PRN codes, which had not been published
at that time. That led to a supporting effort which successfully deduced the Galileo GIOVE-A E1 PRN codes by listening to
them and doing a lot of signal processing in order to pull the chips out of the noise (Psiaki et al., 2006).

The next development was to re-implement the bit-wise parallel code for embedded (low-power, low-cost) processing. Initially
targeting a Texas Instruments DSP, this work was accomplished in 2006 by then-Ph.D. candidate Todd Humphreys (Humphreys
et al., 2006). Later, as a professor at The University of Texas at Austin, Humphreys and his students—notably Jahshan Bhatti



and Matthew Murrian—undertook a sequence of significant expansions and improvements to this receiver. Called GRID/PpRx,
the C++-based UT Austin receiver is by now a highly-optimized science-grade multicore GNSS SDR (Humphreys et al., 2009;
Nichols et al., 2022). It was the first GNSS SDR to be adapted for spoofing (Humphreys et al., 2008), the first GNSS SDR
to operate in space (Lightsey et al., 2014), the first receiver of any kind to show that centimeter-accurate GNSS positioning is
possible with a smartphone antenna (Pesyna et al., 2014), the first receiver to be used to locate terrestrial sources of GNSS
interference from low-Earth orbit (Murrian et al., 2021), and is the basis of the current state-of-the-art in urban RTK positioning
(Humphreys et al., 2020; Yoder and Humphreys, 2022). As detailed in (Nichols et al., 2022), GRID/PpRx has also reaffirmed
the commercial viability of GNSS SDR in widespread low-cost applications: it was recently licensed by a major aerospace
company for use across all company operations, including in the thousands of satellites of the company’s broadband Internet
mega-constellation.

A processor that can operate on wider segments of data, up to 512 bits for current single instruction, multiple data (Single
Instruction Multiple Data (SIMD)) instructions, gains substantial additional signal processing speed increases (Nichols et al.,
2022). Note, however, that the speed increase factors over brute-force integer calculations are typically not as high as the number
of bits per word. That is, the techniques do not speed up the operations by a factor of 32 when processing 32 samples in parallel
by using 32-bit words to represent 32 samples. For a 2-bit RF front-end and a 32-bit processor, the speed-up factor might be
only 4 because the bit-wise parallel approach requires multiple operations due to, say, a simple multiplication of one time series
by another. If one doubles the number of bits per word, however, then the speed tends to double. A particularly helpful feature
of some recent processor designs is their inclusion of a hardwired command to count all the 1 bits in a word. This “popcount”
intrinsic obviates the table look-ups that counted 1-bits in the original bitwise parallel design. If the number of bits increases in
the RF front-end samples and/or the IF carrier replicas, however, then the bit-wise parallel method of signal processing slows
down. Signals represented by 3 or 4 bits might cause the processing speed gains of bit-wise parallel algorithms to be limited or
even non-existent.

2. Multi Sensor Navigation Analysis Tool
The Multi Sensor Navigation Analysis Tool (MuSNAT) is an object-oriented but monolithic C++ software receiver maintained
by the Universität der Bundeswehr München (UniBwM) and has been first mentioned in its present form by Pany et al. (2019).
It started as an operational real-time receiver development, but currently it mostly serves to develop and demonstrate innovative
signal processing and navigation algorithms. Furthermore, it is used for teaching. It is freely available as executable for
academic purposes from (UniBwM, 2022). Its main characteristics can be found in Tab. 1. In contrast to the bit-wise approach
of sect. III.1 (that allows to design very power-efficient implementations), the design idea of MuSNAT and its predecessors was
to realize a high-end receiver running on powerful PCs or workstations. The bit-wise approach was replaced by using SIMD
instructions of Intel/AMD Central Processing Units (CPUs). This allows to represent samples as 8-bit or 16-bit values and
SIMD instructions like AVX-512 currently allow processing of registers of up to 512 bit (i.e. 32 16-bit samples) in parallel.

The GNSS software receiver developments started at UniBwM in 2002 after it became clear that the software radio approach
discovered by D. Akos would provide useful insights into GNSS receiver technology and thus will be indirectly very helpful
to design and build the Galileo navigation satellite system. The first software receiver at UniBwM was GPS L1 C/A only
and was realized as a Matlab/Simulink project working in post-processing. To sample the GNSS signals a commercial ADC
with a Peripheral Component Interconnect Express (PCIe) connector from NI was used (PXI 5112) that was connected either
to a low-bandwidth GPS L1 C/A code front-end based on the Plessey GP 2010 RF chip set and later on to one GPS L1/L2
high-bandwidth front-end, which was specifically developed by Fraunhofer IIS (Pany et al., 2004b). Soon after, the software
to communicate with the ADC (written in C++ making use of the Microsoft Foundation classes) was upgraded to a full GPS
L1 C/A plus L2CS (L2 medium length code was supported only, not the long code) receiver. A detailed analysis published by
Pany et al. (2003) revealed that not only the SIMD instruction set was important for the real-time capability but also the size
and structure of the CPU caches. Memory bandwidth is one of the key issues when representing samples by multiple bits. One
of the first achievements with this receiver was the demonstration of vector tracking (Pany et al., 2005).

Based on those results, funding to support a group of five researches over three years was secured. This allowed starting a
new software receiver project, this time making full use of C++ features for object oriented development, and development
of a Graphical User Interface (GUI) connected to the processing core via a clearly defined interface also allowing to run the
core without GUI. The overarching development goal at that time was to realize a high-quality multi-GNSS multi-frequency
receiver on a desktop PC or powerful laptop that could potentially be operated on a continuous basis to replace the (at that time)
rather inflexible and expensive commercial GNSS receivers at Continuously Operating Reference Stations (CORSs). A concise
overview of the development during those years was written by Stöber et al. (2010) and shows the improvements compared to
the start of the project layed down by Pany et al. (2004a).

A loose cooperation with IFEN GmbH was initiated that eventually resulted in the SX3 receiver (IFEN GmbH, 2022). IFEN
used the processing core as initial basis, improved the core, replaced the GUI, and developed new dedicated front-ends. The C++
code was further optimized to support more channels at higher bandwidth and almost instantaneous high-sensitivity acquisition



Table 1: Summary of MuSNAT

MuSNAT
Feature Solution Remark
Operating System Windows 10/11 Compiles as GUI or as command line version
Programming environment C++ and CUDA Microsoft Visual Studio and vcpkg
IF sample file input source ION SDR standard and pro-

prietary file readers
proprietary readers faster than ION SDR reader

real-time sample input yes, via TCP/IP server available via LabView for selected NI US-
RPs

additional sensors LiDAR, IMU LiDAR uses PCL format, IMU proprietary ASCII
format, video formats supported but not yet used

Supported GNSS GPS, Galileo, BeiDou,
GLONASS, SBAS, OFDM
(LTE, 5G)

nearly all open spreading codes available and at
least for each system one navigation message de-
coder

acquisition optimized Fast Fourier
Transform (FFT) method

CPU and GPU supported

tracking run-time optimiza-
tion

dot-product from Intel Per-
formance Primitives

computational performance mostly limited by
memory bus width

further features multi-antenna, signal-
generator, primary-
secondary tracking, SQL
database for logging, vector
tracking, GNSS/INS inte-
gration, Matlab-interface,
RTKLIB

with the GPU (GPS World staff, 2012). Also semi-codeless tracking of GPS L2P(Y) (i.e. P-code aided cross-correlation) was
implemented. The cooperation of UniBwM with IFEN lasted until 2013 when the development directions started to diverge.
IFEN used the software mostly as base receiver platform with an Application Programming Interface (API) to support different
applications, whereas UniBwM continued to modify the core, which was not always beneficial for software stability if seen from
a commercial point of view.

The focus at UniBwM switched in 2017 as the old GUI could not be maintained anymore. Furthermore, real-time operation
became less important as most scientific results were obtained in post-processing. The result was that a new GUI was developed
and attached to the proven processing core. Any run-time optimizations within the processing core degrading navigation
performance (i.e. mostly causing additional noise in the code tracking loop) were removed. The core’s logging output was
directed to a SQL database to store all different kind of intermediate results in a single file (additionally to the legacy ASCII
logging into multiple files). A dedicated visualization tool for this database was developed.

The use of Windows and Visual Studio for developing a software radio is a little unusual, but is explained as follows. At
UniBwM most researchers use Windows PCs to allow easy document exchange with each other and most importantly within
the European Space industry. For this reason, all software receiver developments were done for Windows only. In terms
of numerical performance and code optimization, Intel provided and still provides with the Intel C++ compiler and the Intel
Performance Primitives the same quality on Windows as for Linux. Over the years it became, however, also clear that the
potential use of the processing core on embedded devices and long-term stability might have been easier to achieve on the Linux
operating system. IFEN ported part of the core to Linux, but not the full software receiver and showed that conventional desktop
CPUs and embedded CPUs provided an impressive processing capability already in the year 2015 (Dampf et al., 2015).

As already mentioned, code optimization to achieve fast (and real-time) signal tracking was a main research focus in the first
years. Different studies on CPU assembler instructions, CPU architecture and bottlenecks resulted in dedicated assembler
implementations. Extensive lookup-tables were used and one very efficient correlator implementation with the Intel x86
pmaddubsw-instruction was based on a signal sample representation as unsigned integers (including the necessary rewriting of
the correlation formulae due to the switch from the standard representation of samples as signed integers to unsigned integers).
Fast Fourier Transform (FFT) based acquisition was already very efficient on the CPU and even more efficient on the GPU.
The use of FFT libraries provided by NVIDIA made the acquisition code porting from CPU to GPU comparably easy. The
situation is different for signal tracking. The tracking code has been transferred to the GPU and some optimization have been
applied to minimize the amount of data transfer between CPU and GPU. However, since the correlation parameters are slightly
different for each signal tracked, the correlation code is called multiple times and the latency to start one thread on the GPU



generated significant overhead. GPU-based tracking is thus currently only beneficial if a very large number (several hundreds)
of correlators is configured per tracking channel, as pointed out by Pany et al. (2019). As modern desktop and laptop CPUs
continue to improve and make use of a many-core structure, the need to port signal tracking to the GPU becomes less important.
Furthermore, the use of dedicated assembler code required over the years continuous adaptation to new CPU instruction sets
(e.g. from SSE to AVX instructions). The performance gained by using hand-coded assembler routines compared to the use of
the libraries provided by Intel (IPP) is not always worth the effort and was not further actively pursued. Instead, dot-product
routines (2 x 16-bit signed input to 64-bit output) from the IPP are employed for signal tracking.

The C++ universe is huge, and it is easy to integrate external source code. For example, the famous RTKLIB and the ION SDR
sample reader code have been integrated. The current research work with MuSNAT focuses on GNSS/INS/LiDAR integration,
support of massive antenna arrays, vector tracking and deep GNSS/INS coupling, support for LTE/5G-signals and GNSS signal
simulation. It has to be admitted that the maintenance of the huge C++ code-base of MuSNAT at a University institute with a
high fluctuation of researchers is partly demanding. The learning curve for good C++ development in this context is steep and
for the purposes of obtaining a PhD degree often an inefficient way. Therefore, interfaces from the C++ code to Matlab were
established and for example Open Service Navigation Message Authentication (OSNMA) decoding, PPP-computation for HAS
or LiDAR odometry are implemented in Matlab. Another development is to use MuSNAT to generate multi-correlator values
that are then used within a full Matlab based receiver to emulate signal correlation via interpolation (Bochkati et al., 2022).

UniBwM has initially used front-ends from Fraunhofer IIS and the software receiver included low-level Universal Serial Bus
(USB) drivers for real-time data transfer. The same approach was used to connect the front-ends from IFEN GmbH to the
processing core. The effort to write stable high data-rate low-level drivers is significant and introduces a dependency on libraries
and support from the USB chip manufacturers. To reduce these kinds of development efforts, the decision to connect front-ends
via TCP/IP was felt. This approach is powerful in terms of bandwidth and also generic and a first version of it is described in
(Arizabaleta et al., 2021). Furthermore, with e.g. LabVIEW from NI it is comparably easy to develop a simple TCP/IP signal
source for Universal Software Radio Peripheral (USRP) frontends. At the time of writing this paper, a more efficient firmware
for USRPs with direct FPGA programming is being developed and shall allow to synchronously capture data from an Inertial
Measurement Unit (IMU) together with the GNSS signal samples.

3. SoftGPS, SoftGNSSv3.0 and Derivatives
As abovementioned, (Borre et al., 2007) and the associated Matlab receiver was a cornerstone for GNSS SDR development.
This receiver, initially called SoftGPS, then SoftGNSS (usually referred to as SoftGNSSv3.0), included the basic processing
functions for GPS L1 C/A in a readable format, very useful for educational purposes. These included signal FFT-based
acquisition, frequency, carrier phase and code phase tracking, data synchronization and demodulation, pseudorange generation,
and eventually PVT. The Matlab code, together with some samples, was provided in a CD with the book, and was also available
at Aalborg University’s Danish GPS lab website. Apart from K. Borre and D. Akos, SoftGNSS included relevant contributions
by D. Plausinaitis and others. Unfortunately, Kai Borre passed away in 2017 and the Danish GPS Lab was discontinued.
However, SoftGNSS and its derivatives remain quite alive. Here are some examples:

• A new SDR GNSS book, (Borre et al., 2022), extending SoftGPS functionality to several frequencies, GNSS and
architectures, can be considered as the successor of (Borre et al., 2007). A main building block of this book is FGI-
GSRx, described in the following section, but the book includes also other Matlab receivers. In particular, DF-GSRx
(Dual-Frequency GNSS Software Receiver), developed by Borre’s PhD student P. Bolla, is a dual-frequency GPS L1/L5
receiver that includes dual-frequency acquisition techniques, measurements combination (iono-free in particular) and
positioning. The book also includes a GPS L1 C/A snapshot receiver developed by Borre’s former PhD student I.
Fernandez-Hernandez, more modest than that described later in III.8, but simple and quick to execute and therefore
possibly useful for educational purposes.

• The Easy Suite libraries (Borre, 2003, 2009), still publicly available and used, provide an excellent educational tool to dive
into basic functions of GNSS receivers, such as calculating satellite positions from the ephemerides, datum conversions,
or computing the receiver position and its accuracy in multiple ways (least squares, Kalman filter, carrier phase ambiguity
resolution, etc.)

• (Bernabeu et al., 2021), as above mentioned, provides a collection of open source SDRs developed at University of
Colorado Boulder and based on SoftGNSS.

• (Zhang, 2022) provides a respository with adaptations of SoftGNSS for different front-ends.

4. Finnish Geospatial Research Institute’s Multi-GNSS Software Receiver
The software receiver developed by Finnish Geospatial Research Institute (FGI) is famously known as the FGI-GSRx (FGI’s
GNSS Software Receiver). The development of the FGI-GNSS Software Receiver (GSRx) software receiver started in 2012



Table 2: Main features of FGI-GSRx

FGI-GSRx
Feature Solution Remark
Operating System Windows 10 Compiles in Windows 10 environment. The soft-

ware receiver should run in other OS which can
host MATLAB or OCTAVE.

Programming environment MATLAB Executes in MATLAB 2019 or any other later ver-
sion. The software receiver can be also executed
in OCTAVE.

IF sample file input source ION SDR standard Read input data files following ION SDR standard.
Processing mode Only operate as post-

processing GNSS receiver
It can read raw IF data for a complete receiver pro-
cessing, or it can load previously saved acquisition
and/or tracking data in order to skip acquisition
and/or tracking operation to be able to process
navigation solution depending on parameters set
in the user configuration file.

Supported GNSS GPS L1, Galileo E1, BeiDou
B1, GLONASS L1, NavIC
L5

Open source FGI-GSRx only supports single fre-
quency multi-GNSS processing.

Acquisition FFT-based signal acquisi-
tion

Sophisticated research specific implementation for
high sensitive acquisition is not published as open
source.

Tracking Table-based three-stage
tracking

Based on the tracking status of each individual
satellite, the software receiver switches among
three stages: i) PULL IN, ii) COARSE TRACK-
ING and iii) FINE TRACKING.

Navigation Traditional Least Square
(LS)

Users can select SNR or elevation cut-off mask in
order to decide on the satellites that contribute to
the position computation.

from the open source GNSS software receiver released in 2007 by Prof. Borre and his colleagues Borre et al. (2007). The
software receiver was able to track two IOV (In-Orbit Validation) satellites called GIOVE A and GIOVE B from the European
GNSS system Galileo. Since then, the researchers at FGI have been continuously developing new capabilities to the software
receiver with the inclusion of Galileo in 2013 (Söderholm et al., 2016), the Chinese satellite navigation system BeiDou in early
2014 (Bhuiyan et al., 2014, 2015), the Indian regional satellite navigation System NavIC in late 2014 (Thombre et al., 2015) ,
and the Russian satellite navigation system GLONASS in 2015 (Honkala, 2016).

The FGI-GSRx software receiver has been extensively used as a research platform for the last one decade in different national
and international research and development projects to develop, test and validate novel receiver processing algorithms for robust,
resilient and precise Position Navigation and Timing (PNT). At present, the FGI-GSRx can process GNSS signals from multiple
constellations, including GPS, Galileo, BeiDou, GLONASS, and NavIC. The software receiver is intended to process raw IF
signals in post-processing. The processing chain of the software receiver consists of GNSS signal acquisition, code and carrier
tracking, decoding the navigation message, pseudorange estimation, and PVT estimation. The software architecture is built in
such a way that any new algorithm can be developed and tested at any stage in the receiver processing chain without requiring
significant changes to the original codes. FGI-GSRx provides a unique and easy-to-use platform not only for research and
development, but also for whoever is interested in learning about GNSS receivers. The software receiver was released as open
source in February 2022 (FGI, 2022). FGI-GSRx receiver is also tied with the book ‘GNSS Software Receivers’ by Cambridge
University Press, a next edition of one of the fundamental GNSS textbooks, which is now in press to be published in the second
half of 2022. Some of the main features of FGI-GSRx is listed in Tab. 2.

The FGI-GSRx software receiver can be utilized in universities and other research institutes as a tool for training graduate level
students and early-stage researchers for getting hands-on experience on GNSS receiver development. It can also be utilized in
the vast GNSS industry as a benchmark software defined receiver implementation. The software receiver is already being used
in the ‘GNSS Technologies’ course offered widely in Finland - at the University of Vaasa, Tampere University, Aalto University
and the Finnish Institute of Technology.



Table 3: Main features of GNSS-SDR

GNSS-SDR
Feature Solution Remark
Operating System GNU/Linux, macOS, Win-

dows OS through WSL.
Included as a software package in Debian and
Ubuntu, and in Macports for macOS. Tested on
ArchLinux, CentOS 7, Fedora, OpenSUSE, Rocky
Linux.

Programming environment C++ Software linters are automatically run at each code
change to ensure meeting high-quality coding stan-
dards.

Processing mode Real-Time and Post-
Processing.

It can work in real-time using a wide assortment of
commercial RF front-ends, and in post-processing
mode with a number of file formats (including in-
put files produced by the ION standard conversion
tools).

Supported GNSS GPS L1, L2C, L5; Galileo
E1, E5a, E5b, E6; Glonass
L1 CA, L2 CA; Beidou B1,
B3.

The modular design allows for easy inclusion of
new signals.

Acquisition FFT-based signal acquisi-
tion.

A-GNSS capabilities to accelerate the Time To
First Fix.

Tracking Multicorrelator-based Data
and Pilot signal tracking.

Customizable DLL, PLL, FLL. High-dynamics ca-
pabilities. SIMD-accelerated both in i686 and
ARM CPUs (see Fernández–Prades et al. (2016a)).

Navigation Traditional Least Square
(LS), code and carrier-based
positioning modes.

Positioning engine based on RTKLIB implementa-
tion (Takasu and Yasuda, 2009). All possible sup-
ported GNSS signals combinations are allowed.

5. GNSS-SDR, an Open-Source Software-Defined GNSS Receiver
The software receiver developed by the Centre Tecnològic de Telecomunicacions de Catalunya (CTTC), uncreatively named
GNSS-SDR (but not related to the ION SDR standard), is another example of a multi-band, multi-system receiver. It has
been constantly evolving since 2010, keeping pace with the newest GNSS algorithms and signals over more than a decade.
It originated as a by-product of a CTTC research staff initiative, with the aim of providing a collaborative framework with
other researchers seeking to accelerate research and development of software-defined GNSS receiver technology. The receiver
particularly focuses on baseband signal processing, although it has the ability to run a navigation engine (refer to Table
3). The early stages of development baked slowly under a personal side-project scheme, with no funding, but with the purely
exploratory objective of designing an optimal architecture specifically suitable for GNSS signal processing, where concepts such
as testability, extensibility, reusability, scalability, maintainability, portability, adaptability to new non-standard requirements,
and adoption of Computer Science best practices considered from scratch.

Its first popularity peak came on August 2012, with the reporting of the usage for GNSS of extremely cheap (about $25) DVB-T
receivers based on the Taiwan’s Realtek RTL2832U chipset, sold in form of USB dongles that allow users to watch over-the-air
DVB-T European broadcast television on their personal computers. Normally, those devices send partially-decoded MPEG
transport frames over the USB, but exploiting an undocumented mode of operation of the demodulator chip, the user was able to
obtain raw I&Q samples, stream them through USB to a personal computer and then apply the GNSS-SDR software processing,
turning the DVB-T receiver into a GNSS receiver and delivering position in real-time (see Fernández–Prades et al. (2013)). On
a parallel development, in November 2013, the European Space Agency acknowledged GNSS-SDR as one of the first 50 users
worldwide to achieve a successful Galileo position fix.

The project gained momentum and maturity over the years, and today it enjoys a solid and valuable user base continuously
providing feedback, enhancements, and new features. Current versions are included in major GNU/Linux distributions, such as
Debian and Ubuntu, and in Macports for Apple’s macOS. The software package has been used in several public and private-
funded research projects (including EUSPA, European Space Agency (ESA), NSF and NASA activities, as well as in educational
programs such as Google Summer of Code), and it has been reportedly used for research purposes worldwide. The authors
opened a discussion of quality metrics and key performance indicators for any generic software-defined receiver (Fernández–
Prades et al. (2016b), extended online version available at https://gnss-sdr.org/design-forces/) and proposed the
concept of continuous reproducibility in GNSS signal processing (Fernández–Prades et al. (2018)).

https://gnss-sdr.org/design-forces/


Table 4: Main features of AutoNav SDR

AutoNav SDR
Feature Solution Remark
Operating system Windows
Programming environment MATLAB and C
Processing mode Post-processing
Supported GNSS GPS (L1 C/A, L2C, L5),

GLONASS L1, Galileo (E1,
E5a, E5b), BDS (B1I, B1C,
B2a), QZSS (L1 C/A, L1C,
L2C, L5), NavIC L5

Free selection of signal combination

Acquisition GPU-based acquisition Simple implementation using Parallel Computing
Toolbox of MATLAB

Tracking MEX correlator 18/8 bits code/carrier replica tables, 32 bits
code/carrier Numerically Controlled Oscillators
(NCOs), bit shift operations

Further features API, easy addition of new
signals, RINEX observation
logging, Radio Frequency
Interference (RFI) mitiga-
tion based on pulse blanking,
direct state tracking Kalman
filter

The full project and source code documentation can be found online at https://gnss-sdr.org, a website with over 5000
unique visitors per month, which contributes to raising awareness on GNSS technology. The website content is also on a
GitHub repository at https://github.com/gnss-sdr/geniuss-place, hence undergoing public scrutiny. The project is
also well-connected to its software ecosystem and existing SDR platforms. It builds on a wide range of GNU/Linux distributions
and versions (from most recent releases to those released in 2014), and it provides a Yocto / Openembedded layer, which allows
its portability to a wide range of embedded platforms (see Fernández–Prades (2022)).

The software produces standard outputs for observables and navigation data (RINEX files and RTCM-104 v3.2 messages as
defined by the Networked Transport of RTCM via Internet Protocol, NTRIP), as well as position fixes in application-specific
messages (e.g., NMEA 0183), a variety of GIS-oriented file formats (KML, GeoJSON, GPX), and custom binary outputs that
allow the observability of internal signal processing sub-products.

6. AutoNav SDR
The AutoNav SDR is a MATLAB-based multi-GNSS and multi-frequency software receiver that was developed by the Au-
tonomous Navigation Laboratory of Inha University, South Korea (Song et al., 2021). Its main features are arranged in Tab. 4.
The critical point considered in the design phase of this SDR is the maximization of reconfigurability. Since South Korea
is developing its own satellite navigation system, KPS which is targeted to operate from 2035 as reported by Ministry of
Science and ICT of Korea (2021), a flexible receiver that can process not yet existent signals is highly required. The AutoNav
SDR is profoundly designed to provide full reconfigurability in terms of target signal combinations and signal characteristics,
especially for easy addition of the new signal proposals. To do so, a basic framework of software receiver was designed with
a well-designed processing functional architecture and data structure in consideration of the expandability of the signals and
then applied to realize an SDR for GPS L1 C/A code signal as a first realization example by reconfiguring a configuration file
via GUI. Then, different signals of the other constellations (GLONASS, Galileo, BeiDou Navigation Satellite System (BDS),
Quasi-Zenith Satellite System (QZSS), NavIC) and frequencies (L1, L2, L5) were added quickly by utilizing this expandability.
In this way, KPS signal candidates can be easily added to the SDR to evaluate and compare the performance of each candidate
in the signal design phase. Similarly, a reconfigurable GNSS simulator was developed at the same time with the same idea.
This is a MATLAB-based IF level GNSS/KPS simulator which can be ideally suited to test the navigation performance of any
GNSS signals as well as new KPS signals by reconfiguring signal design parameters via GUI.

Although the AutoNav SDR is targeted for post-processing only, the original correlation operation in MATLAB with variables
of double precision was too slow at the beginning of its design phase. So, two simple accelerations were applied to the SDR: a
GPU-based acquisition module and a MEX correlator for tracking. The GPU-based signal acquisition module was implemented
in a very simple way using the Parallel Computing Toolbox of MATLAB. If the GPU is usable, local variables for the correlation

https://gnss-sdr.org
https://github.com/gnss-sdr/geniuss-place


Table 5: Main features of PyChips

PyChips
Feature Solution Remark
Operating System Windows x64 (8, 10, 11) Due to pre-compiled C/C++ bindings that cur-

rently use the Windows API for file reading and
threading

Programming environment Python 3.10
IF sample file input source ION SDR Metadata Stan-

dard
Parses ION metadata hierarchy to select the ap-
propriate decoder kernel written in C++. Sample
decoding is split across multiple threads using a
data parallel architecture

Real-time sample input Not currently supported
Additional sensors None
Supported GNSS Supports all civilian satnav

signals (GPS, GLONASS,
Galileo, BeiDou, QZSS,
NavIC, SBAS)

Spreading codes defined as memory codes

Acquisition FFT based generic acqui-
sition engine with config-
urable coherent and non-
coherent integration settings

Auto detects and implements circular vs. non-
circular frequency-domain correlation based on
code length

Tracking User configurable generic
tracking module object

Employs split-sum correlation Gunawardena and
van Graas (2006). Always operates on 1 millisec-
ond block of samples and retires current block be-
fore operating on next block (no sample shifting to
align with SV time-of-transmission)

Measurement output Yes CSV format
Availability Release to public GIT repos-

itory pending
Versions used at ION tutorials

(i.e., code and carrier replicas) are generated in the GPU memory using the gpuArray function. Then, FFT and Inverse Fast
Fourier Transform (IFFT), and correlations are performed in the GPU automatically. Finally, the correlation results are extracted
using a gather function. With this simple approach, it has approximately 2.12 times faster execution time compared to the general
CPU-based acquisition, without the relatively complex development using CUDA.

Since the most time-consuming process of the receiver is the correlator in the signal tracking, a MEX function is employed
to reduce the computational burden. The MEX function connects the MATLAB environment to the external function written
in C/C++ language with an appropriate wrapper function, so the user can call it within MATLAB. The MEX correlator was
written in the standard C language and uses integer-based variables. The SDR pre-generates the code and carrier replica tables
at the initialization process with resolutions of 18 bits and 8 bits, respectively. The code and carrier Numerically Controlled
Oscillators (NCOs) have a resolution of 32 bits, so the indices of the tables for current code and carrier replica generation are
calculated using bit shift operations of 14 bits and 24 bits, respectively. With these implementations, the overall execution
time became much faster (approximately 5 times) than the original double precision-based code, but it still cannot operate in
real-time. Currently, Inha University is developing the FPGA-based real-time GNSS receiver that only the correlator would be
substituted by the FPGA board at the original AutoNav SDR.

To further enhance the flexibility, the AutoNav SDR also provides APIs at each part of the signal processing chain (such as ring
buffer, acquisition, tracking, navigation message extraction, position calculation, etc.). The API design was influenced by the
ipexSR of Stöber et al. (2010) and was implemented similarly using the Dynamic Link Library (DLL). Since MATLAB can
load a library from DLL and call a function within the library, the API concept of the C/C++-based software can also be used
analogously in the MATLAB environment. If the SDR is converted to an executable file (.exe) and provided to a user, the user
can freely modify functions or develop algorithms by generating the DLL, without the need for the whole source codes.

7. PyChips
Pychips is a relatively new object-oriented satnav SDR that has been developed from scratch since 2018. It is based on the
experience gained from two previous implementations, namely the MATLAB SDR that was distributed with Wideband TRIGR
(see section V) and the ChameleonChips GNSS SDR Toolbox for MATLAB (Gunawardena, 2014).



One of the key promises of SDRs is their flexibility and hence its utility as an education and research tool. In the satnav context,
various publicly available SDRs can be used to teach basic courses on satnav systems, signal processing, and receiver design.
However, there is an implicit assumption that students have the relevant programming language skills for that particular SDR.
Students are expected to understand the inner workings of the SDR in detail, and, more importantly, to make modifications to
the code to add advanced capabilities and/or revisions as part of their graduate research projects. While somewhat valid, this
programming language proficiency assumption may not always hold true. Further, given the situation, it may be far more efficient
and beneficial to have grad students make deeper progress on their research rather than spending time becoming programming
language experts. PyChips was developed from the ground up to support this notion. A more detailed introduction to PyChips
can be found in Gunawardena (2021). It is implemented in Python with C++ bindings where performance is absolutely essential
for reasonably fast execution.

The current version of PyChips supports the creation and definition of entire constellations of satellites with advanced next-
generation signal structures, along with interference sources and channel effects. This simulation portion of PyChips (comprising
of numerous source objects) synthesizes these signals at the sample level on to one or more sample streams that are grouped
into objects called stream containers. A stream container is an abstraction of a satnav receiver’s antenna(s) and RF front-end
subsystem. This could be multi-frequency, multi-element, with different sample rates and bandwidths, IF or baseband sampling
architecture, and any and all combinations thereof. If live-sky signal processing is the use case, then one or more sampled SDR
data files can be specified to instantiate a stream container object that is functionally identical and imperceptible from a simulated
one. PyChips uses the ION SDR Metadata standard to determine the appropriate C/C++ decoder/unpacker/re-quantizer kernel
to use for reading and parsing these SDR files.

The sample streams contained in a PyChips stream container are processed using numerous sink objects. Currently implemented
examples include virtual oscilloscopes and spectrum analyzers, as well as acquisition engines and signal tracking modules.

The unique feature of PyChips is that, all of the functionality described above is defined/specified using a grouping of JavaScript
Object Notation (JSON) files. Current and next-generation advanced satnav signal structures and the receiver architectures
to process them are constructed by assembling together pre-built low-level functional blocks. For example, as described in
Gunawardena (2021), the user can build receiver tracking modules to process GPS L1C TMBOC(6, 1, 4/33) and Galileo E1OS
CBOC(6, 1, 1/11) MBOC signals as simple BOC(1, 1) signals to model a low-cost low-power mass market receiver, or a
high-end survey-grade receiver taking full advantage of these ‘dual personality’ signals.

Indeed, at this stage, the goal of the PyChips project is to hone the JSON specification layer with a vast number of diverse signal
specifications, use cases and applications, in order to have it become a ‘satnav signals and systems specification language.’
Today, the reference SDR that implements this language is written in Python and is therefore called PyChips. However, the
ultimate goal of this effort is to contribute towards satnav SDR implementations that have the performance, power efficiency,
and scalability of ASICs with the flexibility, reconfigurability, adaptability, and ease-of-use of software.

8. UAB Snapshot GNSS Software Receiver
The UAB snapshot GNSS software receiver (cf. Tab. 6) was originally developed as part of the research activities on indoor
GNSS positioning that were carried out by the Signal Processing for Communications and Navigation (SPCOMNAV) group
at Universitat Autònoma de Barcelona (UAB), back in 2007. At that time, the group was involved in one of the two parallel
contracts that ESA awarded to assess the feasibility of indoor GNSS positioning, under the project named DINGPOS. The
proposed strategy was to rely on a combination of technologies such as WiFi, Ultra Wideband (UWB), 2G/3G cellular networks
and GNSS as discussed by López-Salcedo et al. (2008). As far as GNSS was concerned, UAB was in charge of developing
the software implementation of a so-called high-sensitivity GNSS (HS-GNSS) receiver, which could be able to operate under
the extremely-weak signal conditions experienced indoors. This involves working under 10 to 40 dB attenuation losses, which
drive the effective C/N0 down to values where conventional GNSS receivers are not able to operate anymore.

The proposed HS-GNSS receiver implementation was based on a snapshot architecture where a batch of input samples were
processed at a time to provide the user’s position. This approach is often referred to in the literature as push-to-fix or acquisition-
only, since no tracking stage is actually implemented at the receiver. This means that the receiver operates in open-loop mode by
providing at its output the observables obtained straightaway from the acquisition stage. The implementation of the HS-GNSS
software receiver was strongly influenced by the work already initiated by Gonzalo Seco-Granados before joining UAB, during
his period from 2002 to 2005 as technical staff at the European Space Research and Technology Center (ESTEC) of ESA in The
Netherlands, where he was leading the activities concerning indoor GNSS and snapshot GNSS receivers. Actually, the core of
the UAB snapshot GNSS receiver was inspired on the same concept of double-FFT acquisition already introduced by Jiménez-
Baños et al. (2006). This algorithm uses two consecutive FFT operations for implementing the correlation of the received signal
with the local code replica, and then the simultaneous estimation of the fine Doppler and bit synchronization. Interested readers
on the double-FFT algorithm and on a detailed description of the UAB snapshot GNSS receiver implementation will find a
comprehensive description written by Seco-Granados et al. (2012).



From a general perspective, the UAB snapshot GNSS software receiver implements a set of specific signal processing techniques
that are tailored to the particular working conditions indoors. Nevertheless, the implementation is flexible and it does not prevent
the receiver to be operated efficiently in other scenarios, such as outdoors. Regarding the indoor environment, the most important
impairment to be counteracted is certainly the severe attenuation due to the propagation through building materials and other
obstacles. Attenuation up to 40 dB can easily be experienced, thus requiring a specific action to recover as much of the lost
power in order to still be able to detect GNSS satellites. Since it is the received energy what matters from a signal detection
and estimation point of view, and energy is nothing but power times the observation time, the only way to compensate for
an extremely weak received power is by increasing the observation time. This means processing a longer piece of received
signal, which means implementing very long correlation integration times at the GNSS receiver, on the order of hundreds of
milliseconds or even a few seconds. Unfortunately, increasing the correlation time is hindered by the presence of the navigation
message data symbols, residual Doppler errors and clock instabilities. So the approach adopted in practice by most snapshot
GNSS receivers, particularly those intended for high-sensitivity applications, is to split a long correlation into pieces of shorter,
but long-enough coherent correlations, whose outputs are then noncoherently accumulated. This combination of coherent and
noncoherent correlation has proven to be successful in increasing the receiver sensitivity and thus still be able to detect a few
GNSS satellites indoors. Actually, an interesting discussion on how important having long-enough coherent integrations was
discussed by Pany et al. (2009).

The correlation between the received signal and the local replica is therefore the most important operation of a snapshot GNSS
receiver. The reason is that with such correlation, the most accurate code delay and Doppler observables need to be estimated.
This is because no tracking stage is implemented, and thus there will be no chance to further refine these observables in
subsequent stages of the receiver. It is for this reason that the correlation must be implemented in the most optimal way, taking
into account subtle details that might be ignored in conventional GNSS receiver implementations. This is one of the advantages
of the double-FFT algorithm implemented in the UAB snapshot GNSS receiver, which implements the optimal joint estimation
of the code-delay and fine Doppler over a long period of time, where potentially sign transitions may occur due to the presence of
data modulating symbols. Additional considerations such as how to handle a non-integer number of samples when performing
the FFT, the interpolation between consecutive correlation peaks, the code-Doppler effect over a long correlation period, etc.
can be found in Seco-Granados et al. (2012).

The code delay and Doppler estimates provided by the acquisition stage are then directly used by the navigation module to
compute the user’s position. Such code-delay estimates are ambiguous at one code period because no absolute time reference
is available, and therefore no other time-delay information can provided but that contained with a PRN code period. This is
because just a batch of received samples is processed, and thus no access to the transmission time encoded onto the navigation
message is available in general. As a result, the user’s position needs to be computed without such time reference, which
becomes a very specific feature of snapshot GNSS receivers. This problem can be solved thanks to what is known as coarse-time
navigation, where the conventional navigation equations are augmented to include an additional unknown that represents the
missing absolute time reference. The interested readers will find in (Van Diggelen, 2009, Ch.4) an excellent description of this
method.

Since its development in 2008, the UAB snapshot GNSS receiver has been a key tool for many research activities at the
SPCOMNAV group. This software has been used for instance, to characterize the multipath propagation indoors (López-
Salcedo et al., 2009), to assess the feasibility of using GNSS receivers in missions to the Moon, where the weak-signal problem
is very similar to the indoor one (Manzano-Jurado et al., 2014), to test near-far mitigation techniques that may appear in
indoor/Space applications (Locubiche-Serra et al., 2016), to assess the impact of phase noise (Gómez-Casco et al., 2016), and to
provide GNSS positioning to Internet of Things (IOT) sensors in smart cities (Minetto et al., 2020) by means of a cloud-based
implementation of the UAB snapshot GNSS receiver that was developed from 2016 to 2018.

The migration of the UAB snapshot receiver into a cloud-based implementation was certainly a major milestone that attracted
the interest of the community and opened the door for totally new applications and use cases. The interest in cloud GNSS
positioning was motivated by the fact that GNSS software receivers were running at that time in local computers next to the
user who collected the samples to be processed. However, with the advent and widespread deployment of cloud computing
platforms such as Amazon Web Services (AWS), Microsoft Azure and Google Cloud, such local computers could actually be
placed anywhere, and remote access could be granted to upload and process GNSS samples in a remote server in a scalable
manner. Furthermore, this approach fitted pretty well with a snapshot GNSS receiver implementation, where a batch of samples
could be sent to a remote server where the user’s position would then be computed using the same tools as in any other snapshot
GNSS receiver. That is, using A-GNSS for reducing the acquisition search space, making extensive use of FFT operations and
computing the user’s position by means of coarse-time navigation techniques.

This was the idea behind the so-called "cloudGNSSrx", the cloud-based implementation of the UAB snapshot GNSS receiver
as described in SPCOMNAV (2019). The architecture was based on a dockerized compilation of the Matlab source code
implementing the UAB snapshot GNSS receiver. Then a system of job queues, schedulers and load balancers were built on AWS
to automate and scale the remote execution of the receiver, and an API was developed for machine-to-machine communication,



Table 6: Main features of UAB Snapshot GNSS Receiver

UAB Snapshot GNSS Receiver
Feature Solution Remark
Operating system Any supported by MATLAB
Programming environment MATLAB MATLAB version 6.0 (R12, 2000) or higher.
Processing mode Post-processing
Supported GNSS GPS (L1 C/A, L5), Galileo

(E1C, E5a)
Acquisition FFT-based signal acquisi-

tion
Implementing the double-FFT algorithm for
both code correlation and bit synchronization.
Long correlations can be implemented by non-
coherently combining a set of coherent correla-
tions. Assisted-GNSS (A-GNSS) is used to nar-
row the acquisition search space. Compatible with
3GPP RRLP-compliant XML data.

Tracking None No tracking is implemented because the receiver
architecture is based on snapshot mode (i.e.
acquisition-only).

Navigation Weighted Least Squares
(WLS)

Coarse-time navigation is implemented.

Further features Implements near-far detec-
tion and interference detec-
tion.

facilitating the provision of GNSS positioning to small IOT sensors (Lucas-Sabola et al. (2016)). In this way, IOT sensors
requiring GNSS positioning were be able to offload most of the computational load to a remote server, thus significantly reducing
the power consumption and thus extending their battery lifetime.

Low-power GNSS positioning is actually one of the main applications of cloud GNSS software receivers, since for snapshots
shorter than a few tens on milliseconds, the energy spent in sending the GNSS samples to the cloud pays off for the significant
energy that is saved at the user’s terminal for not processing such samples, and doing it at the cloud instead (Lucas-Sabola et al.,
2017). This feature was actually acknowledged by the former GSA, now the European Union Agency for the Space Programme
(EUSPA), who identified the UAB cloud GNSS receiver as one of the promising technologies for the future adoption of GNSS
in the IOT domain (European Union Agency for the Space Programme, 2018). The cloud GNSS software receiver developed
by UAB was then licensed in 2019 to the startup company Loctio, who enormously developed the initial prototype and made it
a commercial product.

It is important to remark that apart from the low-power consumption use case, cloud GNSS software receivers can also be used to
provide access to sophisticated signal processing techniques that cannot be implemented in conventional receivers. For instance,
advanced signal monitoring techniques, spoofing detection or authenticated/certified positioning, the latter being reported by
Rügamer et al. (2016). There is therefore a brilliant future ahead for cloud GNSS software receivers with many exciting new
applications still to come.

9. The NGene Family of Receivers at Politecnico di Torino and LINKS
The development of the GNSS software receiver, noted as NGene, at Politecnico di Torino and LINKS foundation, roots back to
the early years of 2000. At such time the Navigation Signal Analysis and Simulation Group (NavSAS) was already working on
the software implementation of several sections of the GNSS baseband processing leveraging on the strong background of the
group at Politecnico di Torino on digital signal processing and in particular in the digital simulation of complex communications
system.

Such early work was addressing the optimized implementation of the acquisition and tracking stages, both as post processing
tool, or as core processing units on programmable hardware. In 2005, under regional funding, the research team, at that time
affiliated also partially to the Istituto Superiore Mario Boella (now part of the LINKS foundation) started to develop a fully
software, real time GNSS receiver for GPS and for the upcoming Galileo signals.

The outcome of the work was the first release of the software receiver NGene as reported by Molino et al. (2009), which was
able to process in real-time the GPS, Galileo and EGNOS signal components broadcast on the L1/E1 band, after Intermediate
Frequency downconversion and digitalization of the signal ensemble reaching the antenna. IF downconversion and digitalization



were demanded to an external analog front-end device, which communicated via USB connection with the personal computer
hosting the software receiver. The A/D converter with front-end filtering, along with the antenna and its Low-Noise Amplifier,
were the only non-software elements of the receiving chain. Since then, many features were added on top of that fundamental
architecture, which has remained since today the distinguishing feature of the NGene family of receivers. This reconfigurable
software receiver has been since long time the principal development tool for in-lab analysis, development and prototyping of
signal processing algorithms and architectures.

For example, thanks to the flexible implementation, NGene was adapted to process the Galileo In-Orbit validation signals
(GIOVE-A) and later to excitingly process the first Galileo signals as soon as they were available as described in Margaria et al.
(2012). Later it allowed the research team to be one of the first worldwide to obtain a position fix from the first four Galileo
satellites.

The software receiver kept evolving and it has been adapted to address different applications, maximising the benefits of the
software radio implementation. Today the NGene family is configurable to support many different RF-to-IF front-ends, USB
connected with the software processor, responding to the needs of tens of activities and projects. A simplified, low-complexity
version implements GNSS positioning capabilities in ARM-based embedded processors as described by Troglia Gamba et al.
(2015b). Other branches of the software were adapted to fly a GNSS-R receiver for reflectometry tests (Troglia Gamba et al.,
2015a) , to test antijamming algorithms, and in 2017 to support the detection of the transmission of a Non-standard code and
the effects on Galileo positioning (Dovis et al., 2017) as well as during the Galileo outage event in 2019 (Dovis et al., 2019).

The implementation of the algorithms to authenticate the Galileo message via the OS Navigation Message Authentication
mechanism (OSNMA) is one of the most recent branches of the NGene family (Nicola et al., 2022; Troglia Gamba et al.,
2020a), together with the implementation of the set of functions to elaborate the future GPS Chimera authentication service
(Troglia Gamba et al., 2020b).

10. The MATRIX SDR for Navigation with Signals of Opportunity
MATRIX (Multichannel Adaptive TRansceiver Information eXtractor) is a state-of-the-art cognitive SDR, developed at Kassas’
Autonomous Systems Perception, Intelligence, and Navigation (ASPIN) Laboratory, for navigation with terrestrial and space-
based SOPs (Kassas et al., 2020). MATRIX continuously searches for opportune signals from which it draws navigation and
timing information, employing signal characterization on-the-fly as necessary. MATRIX could produce a navigation solution
in a standalone fashion (Shamaei and Kassas, 2021a) or by fusing SOPs with sensors (e.g., IMU (Morales and Kassas, 2021),
LiDAR (Maaref et al., 2019), etc.), digital maps (Maaref and Kassas, 2020), and/or other signals (e.g., GNSS) (Kassas et al.,
2017). Fig. 1 shows MATRIX’s architecture.

Data

Configuration

Figure 1: MATRIX cognitive SDR architecture. The SDR consists of: (i) USRPs to collect different radio signals, (ii) various modules to
produce navigation observables from different types of signals (e.g., cellular, LEO satellites, etc.), (iii) external sensors (e.g., IMU, LiDAR,

GNSS receivers, etc.), whose measurements can be fused with the navigation observables produced by the signal modules, and (iv)
navigation filter that fuses all measurements to produce a navigation solution.

On one hand, MATRIX has achieved the most accurate navigation results to-date in the published literature with cellular SOPs
(3G CDMA, 4G LTE, and 5G NR), achieving meter-level navigation indoors (Abdallah and Kassas, 2021) and on ground
vehicles (Maaref and Kassas, 2022) and submeter-level navigation on unmanned aerial vehicles (Khalife and Kassas, 2022). In
addition, MATRIX’s efficacy has been demonstrated in a real-world GPS-denied environment (Kassas et al., 2022b), achieving
a position root-mean squared error of 2.6 m with 7 cellular LTE eNodeBs over a trajectory of 5 km (one of which was more than
25 km away), during which GPS was intentionally jammed (Abdallah et al., 2022). MATRIX has also achieved remarkable
results on high-altitude aircraft, where it was able to acquire and track cellular 3G CDMA and 4G LTE signals at altitudes as
high as 23,000 ft above ground level and from cellular towers more than 100 km away (Kassas et al., 2022c). What is more,



meter-level high-altitude aircraft navigation was demonstrated over aircraft trajectories exceeding 50 km, by fusing MATRIX’s
cellular navigation observables with an altimeter (Kassas et al., 2022a).

On the other hand, MATRIX has achieved the first published results in the literature for exploiting unknown SpaceX’s Starlink
LEO satellite signals for positioning, achieving a horizontal positioning error of 10 m with Doppler observables (Neinavaie
et al., 2021) and 7.7 m with carrier phase observables (Khalife et al., 2022). In addition, the first ground vehicle navigation
results with multi-constellation LEO (Orbcomm, Iridium NEXT, and Starlink satellites) were achieved with MATRIX (Kassas
et al., 2021), upon coupling its LEO navigation observables with an inertial navigation system (INS) in a tightly-coupled fashion
through the simultaneous tracking and navigation (STAN) framework (Kassas et al., 2019).

IV. SDR FRONT-ENDS
A front-end is required to obtain digital samples for the SDR processing. The front-end’s tasks are to receive, filter, amplify,
down-convert, and further digitize and quantize the analog RF signal entering the GNSS antenna. Many different types of
front-ends were used for GNSS SDRs. Roughly, five different categories can be identified:

• discrete components: Using RF-connectable components like Low Noise Amplifiers (LNAs), filters or ADCs it is
comparable easy to realize the function of a front-end and log IF or baseband samples. Those setups are easy to realize
but often bulky and sometimes prone to interference.

• commercial signal recorders: several companies offer GNSS signal recorders to allow to record (and often to replay)
one or more GNSS frequency band. Usually they do not implement a real-time connection to an SDR.

• generic non-GNSS front-ends: SDR technology is used in many different fields of electrical engineering and front-ends
covering a wide frequency are available. Their price ranges from a few Dollars (Fernández–Prades et al., 2013) to
highly sophisticated multi-channel front-ends costing several ten-thousands of Dollars. The oscillator quality, bit-width
or RF-filter characteristics is not always optimal for GNSS signal processing.

• dedicated GNSS real-time front-ends: Built for the purpose to realize a real-time GNSS SDR. A good example is
described in sect. IV.1. They are compact and build with discrete components.

• ASICs: Some RF-ASICs seem to target GNSS SDR use and evaluation kits allow streaming of IF samples, e.g. RF Micro
Devices, Inc., Greensboro (2006); NTLAB, UAB (2022).

GNSS signals need a comparable high sampling rate of the front-end and when connected to a PC via a USB cable the transfer
was not always reliable in the early years. Various optimizations and workarounds have been implemented like watermarking
the IF sample stream and skipping lost sample packets as invented by Foerster and Pany (2013). With the advent of USB 3.0 or
PCIe those solutions became obsolete.

In the following section, we describe Fraunhofer USB front-ends as an example of user needs, main features and general
architectures of GNSS SDR front-ends. For a broader perspective of GNSS-compatible front-ends in the market, the interested
reader can refer to (Borre et al., 2022, Ch.12).

1. Fraunhofer USB Front-ends
With the upcoming civil multi-band signals in GPS, and Galileo planning progressing, there was a need for the scientific
community but also with some industrial partners, to have a multi-band SDR front-end solution, to enable also multi-band SDR
development.

In 2006, Fraunhofer IIS developed a front-end, called the L125 Triband USB (see Fig. 2a), which allows a fixed frequency
recording of L1/E1, L2, and L5/E5a via two USB 2.0 data streams with up to 40 MSPS sampling rate, a 2 or 4 bit ADC
resolution, and one antenna input.

However, increasing customer requests for portable and flexible solutions concerning frequency band selection, adjustable
sampling rates, intermediate frequencies, and multi-antenna support led to completely redesigning this USB front-end concept.
One major request was reconfigurability on the SDR front-end side. While for specific projects, a single band receiver with a
low-sampling rate is desired (i.e. to realize a real-time SDR), in other projects, a wideband and multi-frequency front-end may
be needed. To cope with these different requirements in one SDR front-end hardware, a new version of the USB front-end was
developed that realizes the signal conditioning to an on-board FPGA enabling the desired reconfigurability on the fly.

In 2012 Fraunhofer IIS (Rügamer et al., 2012) introduced the Flexiband multi-system, multi-band USB front-end depicted in
Fig. 2b. Within the last ten years, this front-end has been used and validated in numerous scientific and industrial projects.
Furthermore, it has been commercialized and is distributed as the "MGSE REC" product of TeleOrbit GmbH (2022).



(a) TriBand USB2.0 Front-end from 2006 (b) Flexiband USB3.0 Front-end from 2012 onwards

Figure 2: Two examplery USB Front-end from Fraunhofer IIS

A regular Flexiband unit consists of up to three analog reception boards, a carrier board with ADCs and FPGA, and a USB 3.0
interface board. A common antenna input port is supported, and separate front-end input signals for up to three antenna inputs.
Three dual-channel ADCs sample the incoming signal with 81 MSPS and 8 bits I/Q. The raw data stream is received by an FPGA
in which different digital operations like filtering, mixing, data rate, and bit-width reduction, as well as a digital Automatic Gain
Control (AGC) are applied. Finally, a single multiplexed data stream is formed together with a checksum. This multiplexed
stream is sent via an USB 3.0 interface to the PC. Data rates of up to 1296 MBit/s or 162 MByte/s raw data stream are supported.
The Flexiband GUI software receives the raw multiplexed stream, checks its integrity, and demultiplexes it. The data streamed
can be either written to hard disk or sent to a customer application (e.g., a software receiver). The raw samples can be stored
as a multiplexed data stream, in an 8 bit/sample format, or directly as a .mat file for MATLAB. In parallel, the ION Metadata
*.sdrx is provided.

Due to its bandwidth, sampling rates, quantization, and multiplexing schema flexibility, the ION metadata standard was a
perfect fit to clearly and unambiguously define the configuration for the user. Therefore, right after the first conclusion of the
ION metadata standard, each binary raw-data output file of the Flexiband front-end was equipped with an "sdrx" metadata file
specifying the raw data format.

Finally, a replay variant of this Flexiband exists that reads in the raw IF samples on hard disk using the ION metadata standard
specification and replays the digital data as an analog RF output stream supporting multiple GNSS bands at the same time.

V. ION SDR METADATA STANDARD
The events that led up to the suggestion to develop what became the ION SDR Metadata Standard can be traced back to circa
1999. Building upon the successful contributions made by Akos, the Ohio University Avionics Engineering Center undertook
several research projects leveraging GPS SDRs. One such project was called the GPS Anomalous Event Monitor (GAEM)
(Snyder et al., 1999). This was sponsored by the FAA Technical Center and led by Prof. Frank van Graas. Commercial GPS
receivers within prototype LAAS ground facilities were experiencing brief unexplained outages. GAEM kept a continuous
10-second history of IF samples in a circular memory buffer. When an outage occurred, GAEM was triggered to dump this
buffer to disk and collect for a further 10 seconds. These sample files were then post-processed in MATLAB to determine
the cause of the anomaly. Early versions of GAEM used commercial data collection cards and had numerous issues related
to their proprietary drivers. Around 2001, Gunawardena developed a refined version of GAEM that was based on one of the
earliest PCI-based dual-ADC-plus-FPGA development cards commercially available. It collected two GPS L1 data streams at
5 MSPS and 2 MHz bandwidth. This version of GAEM was fielded at three airports and operated continuously for over 3 years
and helped to characterize numerous anomalous events (Gunawardena et al., 2009). This GAEM also supported a continuous
collection mode, and was used for several research projects including the characterization of GPS multipath over water (Zhu
and Van Graas, 2009) and GPS/IMU deep integration demonstrations in flight (Soloviev et al., 2004). For the latter, the 2 kHz
raw data from a MEMS IMU were interleaved with the SDR samples thanks to the FPGA-based architecture that allowed for
such custom capabilities.

Circa 2002, as these research projects progressed, the 2 MHz bandwidth limitation of GAEM became apparent. There was
a pressing need to support emerging research opportunities related to GPS L5, as well as high fidelity GPS signal quality
monitoring. A multi-band and higher-bandwidth (24 MHz) front-end and SDR data collection system was needed. There were
only a handful of vendors selling such systems at the time, and it wasn’t clear if these would serve the purpose for satnav SDR



application (sampling coherency concerns, etc.). However, by far, the >$350k price tag of these systems precluded any hope
of purchasing them for university research. It was decided to develop this capability in-house. In 2003, a 2-channel L1/L5
front-end with 24 MHz bandwidth and 56.32 MSPS was developed (Gunawardena et al., 2008). It was based on connectorized
RF components. The sampling and collection subsystems were carried over from GAEM.

The capabilities of the dual-frequency high-bandwidth system attracted interest from several universities, government research
groups, as well as a defense contractor. To support these opportunities, the development of a new system known as Wideband
Transform-domain Instrumentation GNSS Receiver (TRIGR) was completed in 2008 (Gunawardena and Van Graas, 2011).
The front-end was miniaturized to a single-frequency custom PCB module. Up to 8 such modules (with the required frequency
options) were combined with an 8-channel 12-bit ADC to create modular systems for various sponsors. The raw samples from
the ADC are transferred to a PCIe FPGA card where the 8 streams are packed in various formats according to the user’s selection
in a GUI. Supported formats range from any one stream at 1-bit sample depth, any 2 streams at 12 bits (sign extended to 16), to
all 8 streams at 4 bits. The sustained data transfer rate from the PCIe FPGA card to the RAID storage array was limited to 240
MB/sec. As such, the appropriate format had to be selected to balance between the required capability and transfer rate. The
generated file names embed a UTC timestamp as well as the packed stream order and sample depth.

The event-based data collection feature of GAEM needed to be incorporated into Wideband TRIGR. However, the >10× data
rate meant that a 10-second circular buffer could not be easily implemented in RAM using 32-bit systems of the day. This issue
was addressed by writing data as a sequence of smaller files, where a new file was spawned before the current file was closed –
with some sample overlap for data integrity – a technique known as temporal splitting. A separate process was used to delete
older files from the RAID array to make room for new ones – unless an event was received – in which case the files surrounding
the event were moved to a folder for post processing.

With the myriad of sample packing formats available with Wideband TRIGR, along with the temporal splitting-based file
generation scheme, it became clear that a machine-readable metadata file needed to be included with every collection. An XML
schema was designed for this purpose.

Up until this time, apart from the FPGA-based real-time GPS receiver that was developed and used for certain projects, all
SDR files generated by GAEM and Wideband TRIGR were post processed in MATLAB. As others have mentioned, this was
excruciatingly slow – especially for Wideband TRIGR data. To address this issue, as well as to support the rapid emergence
of multi-band and multi-constellation satnav signals, Gunawardena wrote and distributed a MATLAB SDR toolbox where
correlation was performed in optimized C code and also leveraged multi-threading in a data parallel architecture. This toolbox,
known as ChameleonChips, also read the XML metadata files produced by Wideband TRIGR to determine the appropriate
sample unpacking kernel to use. This work was presented at ION GNSS+ 2013 in Nashville, TN (Gunawardena, 2013). During
this presentation, it was suggested that the satnav SDR community should adopt a metadata standard – similar to the one
developed for Wideband TRIGR – in order to alleviate the numerous headaches associated with sharing such files. This was
met with widespread support and enthusiasm. Longstanding ION members Phillip Ward, Jade Morton, and Michael Braasch
helped to pitch this idea to the ION Executive Committee.

During the January 2014 Council Meeting in San Diego, ION approved the process for establishing a formal standard (Gu-
nawardena et al., 2021). The ION GNSS SDR Metadata Working Group (WG) was formed in April 2014 with Thomas Pany
and Gunawardena as co-chairs (James Curran was added later as a third co-chair). Membership represented academia, industry
(including satnav SDR product vendors as well as traditional satnav equipment manufacturers), non-profit research entities, and
government agencies spanning countries in Europe, America, Asia, and Australia. The working group developed the standard as
well as associated normative software over a course of six years. With regards to the normative software, while many individuals
contributed, initial development of the C++ object model was performed by Michael Mathews of Loctronix while James Curran
wrote much of the functionality to decode packed samples based on the metadata specification. The draft standard was adopted
as a formal ION standard in January 2020.

1. Use of GNSS SDR Standard
Today the GNSS SDR standard serves as a reference to describe IF formats and is for example useful for public tenders or if for
some means an established format is needed. A number of SDRs do include the C++ libraries to read meta-data and IF samples.

The level of exchange of IF samples between research groups is to some extent limited and much less executed compared to e.g.
exchange of RINEX files. This is of course related to the huge size of IF sample files and to the fact that for the majority of
GNSS use cases, RINEX observation data or PVT exchange is sufficient. Furthermore, GNSS SDRs still tend to use mostly the
same front-end and once the respective data format is known, there is obviously no need to describe it via the XML format. A
disadvantage of the C++ routines is their generic design, which renders sample reading quite slow, as each sample is isolated via
a number of for-loops from the input files. Clements et al. (2021) did propose an algorithm to automatically generate optimized
code for sample reading for a given IF format, but this proposal did not yet manifest into a usable implementation.



2. Standard Extension
Already during the standardization process a number of features for the standard were identified, that appear to be useful but
lack of resources did not allow including them in the formal standardization procedure. Those features are described in the App.
II of (ION SDR Working Group, 2020). Within the ION-GNSS+ 2022 meeting in September, the following points have been
discussed and will be included in App. II of the next - draft-version V1.1 of the standard:

a) Flexible bit layout
The SDR metadata standard defines a "Lump" as the ordered containment of all samples occurring within an interval. The
ordered containment is understood in a regular way holding the samples of the individual streams together. The authors of
(Clements et al., 2021) see this as a limitation, as highly efficient SDRs may use efficient bit-packing schemes to optimize data
transfer over communication lines that need buffering. They identify a need to distribute the samples of different Streams in
interleaved ways over the Lump. This interleaving cannot be described by the V1.0 of the SDR metadata standard. To overcome
this limitation, the authors propose a new but optional attribute for the Lump object, called "Layout". In case Layout is present,
further information on the bit packing scheme needs to be provided, describing in an explicit way the type of each bit of a Lump.
The authors propose a detailed proposal following the structure of the existing standard can be found for this new Lump layout.
The proposal even includes more advanced bit use cases, like puncturing (e.g. explicit omitting of bits) and overwriting of bits
by time markers.

b) Refined sample rate/epoch definitions
In the work (Clements et al., 2021), the authors note that the V1.0 of the SDR metadata standard makes implicit assumptions
about the timing of the sampling process and staggered sampling cannot be described by it. Staggered sampling occurs if the
sampling instants of different GNSS signals are delayed with respect to each other, and might be of use to increase observability
of GNSS interference in a multi-antenna system. To overcome this limitation, the authors propose to add two new attributes for
stream objects to shift the sampling epochs of different GNSS stream with respect to each other.

c) JSON format for metadata files
Comment ID 22 of the initial Request for Comments (RFC1) makes a suggestion that the WG considers markup languages other
than XML for metadata files, specifically JSON, YAML and TOML (Anon, 2017). In 2017, this comment was addressed by
asserting that the XML format will be maintained for the time being since normative software that parses XML had already
been developed. However, the WG responded with the assurance that “other markup languages will be considered in the future
based on community need and interest.”

As of the time of this writing, and with the experience gained from developing PyChips (which is a satnav SDR that is completely
described using a draft signal/system specification language based on JSON, as described in III.7), it is this author’s opinion
that JSON may have some distinct advantages over XML for future applications and use cases. For example, JSON streaming
is a methodology for transferring object-oriented data over communications protocols (Wikipedia, 2022) and is widely used in
well-known applications such as Plotly (2022). Hence, streaming JSON could be one way to parse SDR sample streams whose
formats are changing dynamically.

Figure 3 shows a notional listing for a JSON formatted metadata description for the Flexiband front-end XML metadata listing
found in Gunawardena et al. (2021).

To maintain compatibility with the existing and formally adopted XML-based metadata specification, it is understood that any
adoption of another markup language such as JSON must include open source normative software and tools to convert between
these formats. Adoption of JSON based metadata is currently being considered for future versions of PyChips. If and when a
successful implementation has been achieved, consideration for adopting JSON as another valid option for representing ION
Standard-compliant metadata in a future version of the standard will be requested.

SUMMARY AND CONCLUSION
Since GPS SDR developments started in the mid 90’s, together with the operational declaration of GPS, its feasibility has
been widely proven by several platforms and their derivatives. We define GNSS SDR platforms as those implementing the
receiver functions in general purpose software and processors, and divide them in real-time receivers, teaching/research tools,
and snapshot receivers. We then describe some of them, with focus on those related to the authors but also including other
developments. In particular, and based on the pioneering work by D. Akos, we describe the Bit-Wise Parallelism platform by
the Cornell GPS group, which led to GRID/PpRx by UT Austin; the MuSNAT receiver by UniBwM, which also led to IFEN
GmbH’s SX3 commercial receiver; The SoftGPS Matlab receiver and associated book, widely used for GNSS teaching and also
influencing other platforms, such as FGI-GSRx; the popular C++ open source GNSS-SDR by CTTC; AutoNav SDR by Inha
University; PyChips by S. Gunawardena and based on Python; the snapshot GNSS receiver by UAB, leading to cloudGNSSrx;



Figure 3: Notional JSON Representation of Flexiband Front-End Metadata from Gunawardena et al. (2021)



the real-time N-GENE receiver by LINKS, used for early testing of Galileo first signals and OSNMA and the MATRIX
receiver by ASPIN for navigation with terrestrial and space-based SOP among others. We provide an overview of the tasks and
components of SDR front-ends, and for this purpose we describe Fraunhofer developments from the last years as a reference.
Finally, we discuss the SDR Metadata Standard, officially approved by ION in 2020, and its current extensions.

In view of the impact in the GNSS community and the progress in the last decades, we conclude that GNSS SDR has a promising
future and will continue coexisting with FPGA and ASIC receivers for the decades to come.
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Ground Vehicle Navigation Integrity Monitoring for Multi-Constellation

GNSS Fused with Cellular Signals of Opportunity

Mu Jia1, Halim Lee2, Joe Khalife1, Zaher M. Kassas1, and Jiwon Seo2

Abstract— Integrity monitoring of a ground vehicle navi-
gation system, utilizing multi-constellation global navigation
satellite systems (GNSS) signals fused with ambient cellular
signals of opportunity (SOPs) is considered. An advanced
receiver autonomous integrity monitoring (ARAIM) framework
is developed to detect and exclude multipath and non-line-of-
sight errors. A method to conservatively predict the horizontal
protection level (HPL) is proposed, utilizing ray-tracing and
channel impulse response prediction in a three-dimensional
(3D) building map of the environment. Simulation results are
presented demonstrating the conservatively predicted HPL with
different signals (GPS-only, GPS+GLONASS, GPS+SOP, and
GPS+GLONASS+SOP). Experimental results are presented for
a ground vehicle navigating a trajectory of 1380 m in an
urban environment, showing the availability rates for GPS-only,
GPS+GLONASS, GPS+SOP, and GPS+GLONASS+SOP being
52.53%, 75.66%, 76.87%, and 80.72%, respectively.

I. INTRODUCTION

Passenger safety in ground vehicles depend on the accu-

racy and reliability of the vehicle’s navigation system. This is

particularly the case for semi- and fully-automated vehicles.

Ground vehicle navigation systems utilize global navigation

satellite systems (GNSS) receivers and a suite of onboard

sensors, e.g., lidar, camera, radar, inertial navigation system

(INS), etc. GNSS are relied upon to provide a navigation

solution in a global frame and to correct for accumulating

errors due to sensor dead reckoning.

While achieving higher levels of navigation accuracy

has been a classic requirement, the trustworthiness in the

navigation solution, commonly assessed by integrity mea-

sures, is evermore vital in the safety critical application

of automated driving. To ensure safe navigation, automated

vehicles need to tightly bound the navigation errors and

ensure that the probability of navigation errors being not

properly bounded is below a certain limit. Current GNSS

technologies are insufficient to support the transition of

ground vehicles to full automation in terms of accuracy,

integrity, and availability [1]. In terms of accuracy, sub-

meter-level accuracy is achievable with certain augmentation

systems and real-time kinematic (RTK) only under certain

favorable conditions [2]; while single point positioning (SPP)

can only achieve meter-level accuracy [3]. In terms of
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integrity and availability, recent work demonstrated that in

a sample downtown environment (Chicago urban corridor),

availability of GPS-only positioning was less than 10% at

most locations. While using multi-constellation GNSS (GPS,

GLONASS, Galileo, and Beidou) improved the availability

significantly, it was still lower than 80% at certain points;

concluding that multi-constellation GNSS cannot provide

continuous vehicle positioning along the street [4].

Recently, signals of opportunity (SOPs), e.g., cellular

signals [5] and digital television signals [6], have been been

demonstrated as an attractive alternative or supplement to

GNSS signals. SOPs could provide a navigation solution in

a global frame in a standalone fashion [7], [8] or aid dead

reckoning sensors (e.g., INS [9]). For vehicular navigation in

urban environments, cellular SOPs are particularly attractive

due to their inherent attributes: abundance, geometric and

spectral diversity, high received power, and large bandwidth.

When used alongside GNSS signals, SOPs could improve the

accuracy, integrity, and availability of the navigation system.

GNSS-based integrity monitoring has been studied ex-

tensively [10]. Among the proposed frameworks, receiver

autonomous integrity monitoring (RAIM) is exceptionally

attractive, as it is cost-effective and does not require building

additional infrastructure [11]. RAIM has been adapted to

account for multi-constellation GNSS measurements [12]

(e.g. Galileo [13], GLONASS [14], and Beidou [15]), aiding

sensors (e.g., INS-GPS [16], lidar-GNSS [17], and vision-

GPS [18]), and terrestrial SOPs [19], [20]. An initial study

to characterize the integrity monitoring improvement for

automated driving, upon fusing GPS signals with terrestrial

SOPs, was conducted in [21]. However, this study assumed

fault-free measurements, which is not realistic in urban

environments, in which multipath effects and non-line-of-

sight (NLOS) conditions are prevalent. In [22], the protection

level reduction due to fusing GPS and terrestrial SOPs was

studied; however, multipath and NLOS effects in GNSS and

SOP measurements were not explicitly considered.

This paper makes three contributions. First, an advanced

RAIM (ARAIM) framework is proposed to incorporate

multi-constellation GNSS and cellular long-term evolution

(LTE) SOPs. Second, a method to conservatively predict the

horizontal protection level (HPL) is proposed, utilizing ray-

tracing and channel impulse response prediction in a three-

dimensional (3D) building map of the environment. Third,

simulation and experimental results are presented demon-

strating the efficacy of fusing multi-constellation GNSS with

cellular terrestrial SOPs in terms of reducing the HPL.

The rest of this paper is organized as follows. Section II



describes the GNSS and cellular SOP pseudorange measure-

ment models and estimator used to fuse these measurements.

Section III formulates the method to conservatively predict

the HPL. Section IV presents simulation and experimental

results. Section V gives concluding remarks.

II. MODEL DESCRIPTION

This section describes the GNSS and cellular pseudor-

ange measurement models and the weighted nonlinear least

square (WNLS) estimator used to estimate the vehicle’s

position. Furthermore, this section provides an overview of

the ARAIM algorithm for integrity monitoring with multi-

constellation GNSS and cellular SOPs.

A. GNSS Pseudorange Measurement Model

The ground vehicle-mounted receiver makes pseudorange

measurements to M GNSS satellites from Nconst GNSS

constellations. Let i ∈ {1, . . . , Nconst} denote the index of

the constellation to which the m-th GNSS satellite belongs.

The m-th GNSS pseudorange measurement at time-step

k, after compensating for ionospheric delays, tropospheric

delays, and the satellite’s clock bias, is modeled as

zGNSSm
(k) =‖rr(k)− rGNSSm

(k)‖2 + c · δtr,i(k)

+ bGNSSm
(k) + vGNSSm

(k), (1)

where zGNSSm
(k) = z′GNSSm

(k) + cδ̂tGNSSm
(k) − c ·

δ̂tiono(k)−c·δ̂ttropo(k); z
′

GNSSm

(k) is the pseudorange from

the m-th GNSS satellite before corrections; c is the speed

of light; δ̂tGNSSm
(k) is the m-th GNSS satellite’s clock

bias estimate; δ̂tiono(k) and δ̂ttropo(k) are the estimated

ionospheric and tropospheric delays, respectively; rr(k) and

rGNSSm
(k) are the receiver and m-th satellite’s 3D position

vectors, respectively; δtr,i(k) is the receiver’s clock bias

with respect to the i-th GNSS constellation’s reference time;

bGNSSm
(k) is the bias caused by multipath interference

and/or NLOS effects; and vGNSSm
is the measurement noise,

which is modeled as a zero-mean, white Gaussian sequence

with variance σ2
GNSSm

. The prediction of bGNSSm
(k) via ray-

tracing simulations is addressed in Section III-A.

B. Cellular SOP Pseudorange Measurement Model

The ground vehicle-mounted receiver also makes pseudo-

range measurements from N cellular base stations, which

are assumed to be stationary with known positions. The n-th

SOP measurement at time-step k can be modeled as

z̄SOPn
=‖rr(k)− rSOPn

‖2 + c · [δ̄tr,SOP(k)

− δtSOPn
(k)] + bSOPn

(k) + v̄SOPn
(k), (2)

where rSOPn
and δtSOPn

(k) are the position and clock

bias of the n-th SOP transmitter with respect to cellular

system time, respectively; δ̄tr,SOP(k) is the the receiver’s

clock bias with respect to cellular system time; bSOPn
(k)

is the bias caused by multipath interference and/or NLOS

effects for the SOP; and v̄SOPn
is the measurement noise,

which is modeled as a zero-mean white Gaussian sequence

with variance σ2
user,SOPn

. Based on [23], the difference

c · [δ̄tr,SOP(k)− δtSOPn
(k)] can be modeled as

c · [δ̄tr,SOP(k)− δtSOPn
(k)] = cδtr,SOP(k) + cδtSOPn,0

+ ǫn(k), (3)

where cδtr,SOP(k) is a common term driving the difference

between the receiver and SOP clock biases, cδtSOPn,0 is

an initial bias, and ǫn(k) is an error term modeled as a

zero-mean Gaussian random variable with variance σ2
ǫn

.

It is assumed that the initial biases
{

cδtSOPn,0

}N

n=1
were

calibrated prior to integrity monitoring. Finally, after initial

bias calibration, the n-th SOP pseudorange measurement

zSOPn
can be expressed as

zSOPn
=‖rr(k)− rSOPn

(k)‖2 + cδtr,SOP(k)

+ bSOPn
(k) + vSOPn

(k), (4)

where vSOPn
(k) , ǫn(k)+ v̄SOPn

(k). The variances for the

noise terms are characterized in [22]. The prediction of the

bias term for SOPs is discussed in Section III-B.

C. Navigation Solution

The ground vehicle estimates its position vector using

GNSS and SOP pseudorange measurements via a WNLS.

The vector to be estimated is given by

x(k),
[

rr
T(k), cδtr,1(k), . . . , cδtr,Nconst

(k), cδtr,SOP(k)
]T

.

The time argument is omitted in the following for com-

pactness of notation. The all-in-view combined GNSS-SOP

measurement vector can be formed according to

z ,
[

zGNSS1
, . . . , zGNSSM

, zSOP1
, . . . , zSOPN

]T

.

A WNLS is then iterated to obtain an estimate of x, denoted

by x̂, using z. Let h denote the iteration number, x̂h the

estimate at iteration h, and ẑh the measurement prediction

calculated using x̂h. The all-in-view navigation solution

update is obtained from the normal equations according to

∆xh =
(

Hh
TWHh

)

−1

Hh
TW (z − ẑh) , (5)

where Hh is the measurement Jacobian evaluated at x̂h

and W is the weight matrix. The weight matrix is given

by W = C−1
int , where Cint is a diagonal matrix whose

diagonal elements
{

Cint(j, j)
}N+M

j=1
are the measurement

noise variances used for integrity. The WNLS estimate at

the (h+ 1)-th iteration is updated according to

x̂h+1 = x̂h +∆xh,

and the iteration number is subsequently increased according

to h← h+ 1. After convergence, the all-in-view navigation

solution is denoted x̂
(∞), the measurement prediction after

convergence is denoted ẑ
(∞), and the residual at convergence

is denoted y, which is given by

y , z − ẑ
(∞).

Let H denote the measurement Jacobian after convergence.

H is an (N +M)× (3 +Nconst + 1) matrix, which can be



parameterized by the GNSS satellites and SOP transmitters’

azimuth and elevation angles as H , [G,B], where G is

the geometry matrix, and B is the time matrix. The j-th row

of G matrix can be defined as

Gj ,
[

−c(Elj)s(Azj) − c(Elj)c(Azj) − s(Elj)
]

,

where c(·) and s(·) denote the cos(·) and sin(·) functions,

respectively, and Elj and Azj are elevation angle and

azimuth angle, respectively, of j-th GNSS satellite or cellular

base station. The clock bias Jacobian B can be expressed as

B ,

[

B′ 0M×1

0N×Nconst
1N×1

]

, (6)

where B′ is an M×Nconst matrix denoting the GNSS clock

bias Jacobian, whose m, i-th entry, denoted by B′

mi, is

B′

mi =

{

1 if m-th satellite belongs to i-th constellation,

0 otherwise.

D. ARAIM with SOP Framework

This article extends the ARAIM with SOP framework

proposed in [22] to incorporate multi-constellation GNSS

and pseudorange measurements. ARAIM performs fault de-

tection and exclusion (FDE) and HPL calculation based on

the multiple hypothesis solution separation (MHSS) algo-

rithm. The reasons for choosing ARAIM are twofold: (i)

flexibility of the multiple-source ARAIM framework allows

it to incorporate pseudorange measurements from different

GNSS constellations and SOPs and (ii) due to the high

probability of large biases caused by NLOS and multipath

interference in urban environments, multiple faults should be

considered.

III. CONSERVATIVE HPL PREDICTION

This section describes the proposed method to analyze

the performance of the ARAIM with SOP framework in

an urban environment. The framework predicts conservative

HPLs using ray-tracing simulations with 3D city models.

The availability of high quality 3D models has enabled the

performance evaluation of GNSS in urban canyons [24].

Ray-tracing has been utilized to predict signal propagation

and visibility in mobile and wireless communication systems,

and to estimate multipath and NLOS biases [25]. Conser-

vative HPLs were also predicted for GPS only using ray-

tracing simulations. Due to 3D map imperfections and other

perturbations that arise in practice, e.g., signal blockage by

foliage and surrounding vehicles, predicting the exact HPL

of an AGV at a certain location and time is practically

impossible. Therefore, this article predicts conservative HPLs

by producing an upper bound for multipah and NLOS biases.

A flow chart for predicting the conservative HPLs is shown

in Fig. 1. The proposed method first uses ray-tracing soft-

ware, e.g., Wireless Insite, to simulate the channel impulse

response (CIR) between each point on the map and the GNSS

satellites or LTE base stations. The bias bounds are estimated

from the CIRs using the methods described in the following

subsections. Finally, FDE is conducted using the bias bounds

and conservative HPLs are calculated accordingly.

GNSS

ephemerides data
Cellular base

position data

3-D environment

maps

GNSS and SOP

complex CIR

simulation

Pseudorange bias

bound calculation

Navigation solution and

test statistic calculation

Solution separation

tests fail?
Fault exclusion

No

Yes

Conservative HPL

calculation

Fig. 1: Flowchart of proposed GNSS+SOP ARAIM.

A. GNSS Pseudorange Bias Prediction

Multipath/NLOS bias due to signal reflection and/or block-

age by surrounding buildings is captured by bGNSSm
(k) in

(1), which was predicted through ray-tracing simulations

with a 3D building map. This term can be modeled as [26]

bGNSSm
(k) = bNLOSm

(k) + bmultipath
m

(k), (7)

where bNLOSm
(k) denotes the extra traveled distance be-

tween the reflected path and direct path when only NLOS

signals are received and bmultipath
m

(k) denotes a bias caused

by multipath. Note that in line-of-sight (LOS) conditions,

bNLOSm
(k) becomes zero.

When the satellite positions, receiver position, and the 3D

building map are given, the reflected paths can be simulated

by finding the reflection point on the 3D building model

using ray-tracing simulation. The position of the satellites at

a specific time can be calculated from almanac data. The

direct path can be determined by simply calculating the

distance between satellites and the receiver. When there are

multiple reflected paths, bNLOSm
(k) is calculated from the

shortest reflected path.

If the ground vehicle receives multiple reflected signals,

a multipath bias bmultipath
m

(k) can occur. The amount of

multipath bias is determined by the correlator design of the

code tracking loop in the receiver. In this paper, the a poste-

riori multipath estimation (APME) method [27] is assumed

to be used for correlator design, and the multipath error is

estimated using its noise envelope. The noise envelope is

a function of the difference in traveled distance, received

amplitude, and phase between the reflected and direct path.

The multipath bias bNLOSm
(k) is modeled as

bmultipath
m

(k) = NE(Rreflectedm
(k)−Rdirectm(k),

Areflectedm
(k)−Adirectm(k),

φreflectedm
(k)− φdirectm(k)),

(8)



where NE(·) denotes the noise envelope function of the

APME method (details are given on [27]); R denotes the

simulated signal’s traveled distance; A denotes the simulated

received signal amplitude; φ denotes the simulated received

signal phase; and subscript reflected and direct denote the

reflected path and direct path, respectively. The time-of-

arrival (TOA), received signal amplitude, and received signal

phase were simulated by ray-tracing simulation and used

to calculate the bmultipath
m

(k). Considering the possible

blockage of GNSS signals by nearby vehicles, an elevation

mask of 25◦ was conservatively set for the calculation.

B. SOP Pseudorange Bias Prediction

The bias term in (4) can be expressed as

bSOPn
(k) = c · τ(k, 0)− dLOS + χ1(k) + χ2(k), (9)

where c·τ(k, 0) denotes the TOA of the first path; dLOS is the

LOS path length; and χ1(k) and χ2(k) are the biases due to

multipath [28]. When the LOS signal is completely blocked

or severely attenuated, the first path will be a reflected path.

Therefore, c · τ(k, 0) will be larger than the true distance

between the receiver and the LTE base station. As such,

the pseudorange bias caused by NLOS effects becomes the

difference between c · τ(k, 0) and dLOS.

The complex CIR at the vehicle’s position at time-step k
can be modeled as [28]

r(k, τ) =

L−1
∑

l=0

α(k, l)δ(τ − τ(k, l)), (10)

where L is the number of multipath components; α(k, l) and

τ(k, l) are the relative attenuation and delay components,

respectively, of the l-th path with respect to the first path;

and δ(·) is the Dirac delta function. As Fig. 1 shows, the CIR

can be simulated by ray-tracing with using a 3D building

map, LTE base station locations and LTE signal properties.

The NLOS error and multipath interference can be pre-

dicted based on the simulated CIR. For the NLOS error, if

the first simulated path is the LOS path, the NLOS error

will be zero. Otherwise, the NLOS error is the difference

between the delay for the first reflected path and LOS path.

Note that the effect of the delay of the reflected signal,

τ(l), can be constructive or destructive. As the wavelength

of LTE signals is only decimeters, small imperfections in

the 3D models can induce large perturbations in the phase

of α(l). Monte Carlo simulations are performed to calculate a

pseudorange bias bound. For each Monte Carlo realization,

the phase of α(l) is perturbed by ∆φ ∼ U(−π, π). The

relative amplitude
∣

∣α(l)
∣

∣ is not varied in the Monte Carlo

simulation, because it is assumed that the perturbation of

amplitude due to map imperfections is relatively small. The

bias bound is set to the maximum absolute bias out of all

the Monte Carlo simulations.

IV. SIMULATION AND EXPERIMENTAL RESULTS

This section analyzes the performance of the proposed

framework with SOP and multi-constellation GNSS signals.

A. Simulation Results

This subsection characterizes the integrity performance for

the navigation system with GPS, GLONASS, and LTE pseu-

dorange measurements. A simulation study was conducted

on an area located in Riverside, CA, USA. The CIRs and

conservative HPLs are simulated for a grid of locations with

the resolution of 5 meters. The number of subcarrier symbols

in the LTE pilot signal, was set to B = 200 with a bandwidth

of 20 MHz and the time shift in the tracking loop was set

to 0.5. The cell-specific reference signal (CRS) was used as

the pilot signal [28]. The time epoch for the simulation is

assumed to be 3:53 AM, on June 23rd 2018 UTC. As Fig. 2

(a) shows, there are 5 LTE base stations available in this area.

Commercial 3D city maps (e.g., Fig. 2 (b)) from 3dbuildings

[29] and ray-tracing software, Wireless Insite [30], are used

to simulate the CIRs. Fig. 3 shows the CIR for the signal

coming from transmitter 5 at the receiver position showing

in Fig. 2. The upper bounds of the the pseudorange biases

are further predicted using the method introduced in Section

III. As an example, the pseudorange biases for transmitter

5 are plotted in Fig. 4. Finally, the conservative HPLs are

further calculated by the ARAIM+SOP framework.

(a)

(b)

Fig. 2: (a) Simulation and experiment environment showing LTE
tower locations and (b) 3D map of simulation environment. The

receiver location is marked by an “X” for which the CIR is
shown in Fig. 3. The vehicle trajectory is shown in red.

The parameters for the ARAIM+SOP framework are tab-

ulated in Table I. Four scenarios of signal availability are

considered in this paper: (i) GPS-only; (ii) GPS+GLONASS;

(iii) GPS+SOP; and (iv) GPS+GLONASS+SOP. There are 11

GPS satellite and 7 GLONASS satellites available above the

elevation mask during the simulation period. After FDE, the

HPLs for the above four scenarios are plotted in Fig. 5.

Two conclusions can be drawn from Fig. 5. First, adding
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Fig. 4: Predicted range bias for transmitter 5.

the GLONASS and/or SOP will reduce the HPLs at some

certain area. Second, adding GNSS or SOP constellations can

reduce the availability. This is because that the ARAIM+SOP

framework considers NLOS and large multipath biases as

outliers to be detected. In urban environments, the NLOS

and multipath errors could be common, which makes the

probability of fault larger than the value used in the frame-

work. As a result, there are scenarios where the number

of simultaneous faults surpasses the maximum number of

faults. For these scenarios, the measurement consistency

will not satisfy the requirements after the FDE. The RAIM

will consider the system as unavailable. There are two

techniques to solve the problem of reduced availability.

First, the integrity parameters can be characterized based

on experiment campaigns in urban environments. Second,

receivers can apply strategies to decide which constellation

to use for navigation based on integrity maps.

B. Experimental Results

An experiment was conducted to demonstrate the pro-

posed framework. In this experiment, a ground vehicle was

equipped with two consumer-grade 800/1900 MHz cellular

omnidirectional Laird antennas to receive the LTE signals.

A National Instruments (NI) dual-channel universal software

radio peripheral (USRP) 2954R, driven by a GPS disciplined

oscillator (GPSDO) was used to down-mix and sample LTE

signals. A Septentrio AsteRx-i V integrated GNSS-IMU

sensor was used to provide the ground-truth trajectory. The

ground vehicle traveled along a trajectory shown in Fig. 2.

TABLE I: RAIM Parameters

Parameter Definition Value

{σURA,GNSSm
}Mm=1

User Range Error for GNSS 1 m

{σURA,SOPn
}Nn=1

User Range Error for SOP 1 m

PHMIHOR
Integrity budget for the
horizontal component

10−7

PHMIV ERT
Integrity budget for the

vertical component
10

−9

PFAHOR
Continuity budget allocated to

the vertical component
10−7

PFAVERT
Continuity budget allocated to

the vertical component
10

−9

{PGNSSm
}Mm=1

Probability of a single
GNSS satellite fault

10−5

{PSOPn
}Nn=1

Probability of a single SOP fault 10−4

Fig. 5: Maps of conservatively predicted HPL for different
navigation constellations: (a) GPS-only; (b) GPS+GLONASS; (c)

GPS+SOP; (d) GPS+GLONASS+SOP.

The HPLs along the trajectory are plotted in Fig. 6. The

horizontal alarm limit (HAL) is set to 20 m. It can be

seen that (i) incorporating GLONASS and SOP pseudorange

measurements reduces the HPLs and (ii) adding SOPs can be

more effective than adding GLONASS in terms of reducing

HPLs. For most of the trajectory, the HPL for GPS+SOP is

smaller than GPS+GLONASS. It is worth highlighting that it

is unfair to compare GLONASS with SOPs, as there were 7

GLONASS satellites available while only 5 SOPs were avail-

able during the experiment. Along the course of this experi-

ment, the availability rates for GPS-only, GPS+GLONASS,

GPS+SOP, and GPS+SOP+GLONASS were calculated to be

52.53%, 75.66%, 76.87%, and 80.72%, respectively.
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V. CONCLUSION

This paper proposed an ARAIM+SOP framework with

multi-constellation GNSS and LTE pseudorange measure-

ments for ground vehicle navigation. A method to predict

conservative HPLs based on ray-tracing was introduced

to produce the integrity map. Simulation and experiment

results show that by incorporating multi-constellation GNSS

and SOP pseudoranges, the HPLs are reduced. Experimen-

tal results for a ground vehicle navigating in an urban

environment, showed the availability rates for GPS-only,

GPS+GLONASS, GPS+SOP, and GPS+GLONASS+SOP to

be 52.53%, 75.66%, 76.87%, and 80.72%, respectively.

REFERENCES

[1] N. Zhu, D. Betaille, J. Marais, and M. Berbineau, “GNSS integrity
monitoring schemes for terrestrial applications in harsh signal envi-
ronments,” IEEE Intelligent Transportation Systems Magazine, vol. 12,
no. 3, pp. 81–91, 2020.

[2] T. Humphreys, M. Murrian, and L. Narula, “Deep-urban unaided
precise global navigation satellite system vehicle positioning,” IEEE

Intelligent Transportation Systems Magazine, vol. 12, no. 3, pp. 109–
122, 2020.

[3] D. Imparato, A. El-Mowafy, and C. Rizos, “Integrity monitoring:
From airborne to land applications,” in Multifunctional Operation and

Application of GPS. IntechOpen, 2018, pp. 23–43.

[4] K. Nagai, T. Fasoro, M. Spenko, R. Henderson, and B. Pervan,
“Evaluating GNSS navigation availability in 3-D mapped urban en-
vironments,” in Proceedings of IEEE/ION Position, Location and

Navigation Symposium, 2020, pp. 639–646.

[5] Z. Kassas, A. Abdallah, and M. Orabi, “Carpe signum: seize the signal
– opportunistic navigation with 5G,” Inside GNSS Magazine, vol. 16,
no. 1, pp. 52–57, 2021.

[6] C. Yang, T. Nguyen, and E. Blasch, “Mobile positioning via fusion of
mixed signals of opportunity,” IEEE Aerospace and Electronic Systems

Magazine, vol. 29, no. 4, pp. 34–46, April 2014.

[7] C. Yang and A. Soloviev, “Mobile positioning with signals of opportu-
nity in urban and urban canyon environments,” in IEEE/ION Position,

Location, and Navigation Symposium, April 2020, pp. 1043–1059.

[8] Z. Kassas, J. Khalife, A. Abdallah, and C. Lee, “I am not afraid of
the jammer: navigating with signals of opportunity in GPS-denied
environments,” in Proceedings of ION GNSS Conference, 2020, pp.
1566–1585.

[9] Z. Kassas, M. Maaref, J. Morales, J. Khalife, and K. Shamaei,
“Robust vehicular localization and map matching in urban environ-
ments through IMU, GNSS, and cellular signals,” IEEE Intelligent

Transportation Systems Magazine, vol. 12, no. 3, pp. 36–52, June
2020.

[10] N. Zhu, J. Marais, D. Betaille, and M. Berbineau, “GNSS position
integrity in urban environments: A review of literature,” IEEE Trans-

actions on Intelligent Transportation Systems, vol. 19, no. 9, pp. 2762–
2778, September 2018.

[11] J. Blanch, T. Walter, P. Enge, Y. Lee, B. Pervan, M. Rippl, and
A. Spletter, “Advanced RAIM user algorithm description: Integrity
support message processing, fault detection, exclusion, and protection
level calculation,” in Proceedings of ION GNSS Conference, Septem-
ber 2012, pp. 2828–2849.

[12] J. Blanch, T. Walter, P. Enge, S. Wallner, F. Amarillo Fernandez,
R. Dellago, R. Ioannides, I. F. Hernandez, B. Belabbas, A. Spletter
et al., “Critical elements for a multi-constellation advanced RAIM,”
NAVIGATION, Journal of the Institute of Navigation, vol. 60, no. 1,
pp. 53–69, 2013.

[13] A. Ene, J. Blanch, and T. Walter, “Galileo-GPS RAIM for vertical
guidance,” in Proceedings of National Technical Meeting of The

Institute of Navigation, January 2006, pp. 18–20.
[14] T. Walter, J. Blanch, M. J. Choi, T. Reid, and P. Enge, “Incorporating

GLONASS into aviation RAIM receivers,” in Proceedings of Interna-

tional Technical Meeting of the Institute of Navigation, January 2013,
pp. 239–249.

[15] Y. Liu, J. Zhang, R. Xue, and Z. Wang, “Performance analysis of
advanced RAIM with the inclusion of BeiDou,” in Proceedings of

ION International Technical Meeting, 2014, pp. 3629–3636.
[16] P. Roysdon and J. Farrell, “GPS-INS outlier detection and elimination

using a sliding window filter,” in Proceedings of American Control

Conference, May 2017, pp. 1244–1249.
[17] T. Li, L. Pei, Y. Xiang, Q. Wu, S. Xia, L. Tao, X. Guan, and

W. Yu, “P3-LOAM: PPP/LiDAR loosely coupled SLAM with accurate
covariance estimation and robust RAIM in urban canyon environment,”
IEEE Sensors Journal, vol. 21, no. 5, pp. 6660–6671, 2021.

[18] L. Fu, J. Zhang, R. Li, X. Cao, and J. Wang, “Vision-aided RAIM:
A new method for GPS integrity monitoring in approach and landing
phase,” Sensors, vol. 15, no. 9, pp. 22 854–22 873, 2015.

[19] M. Maaref and Z. Kassas, “Measurement characterization and au-
tonomous outlier detection and exclusion for ground vehicle navigation
with cellular signals,” IEEE Transactions on Intelligent Vehicles,
vol. 5, no. 4, pp. 670–683, December 2020.

[20] M. Maaref and Z. Kassas, “Autonomous integrity monitoring for
vehicular navigation with cellular signals of opportunity and an
IMU,” IEEE Transactions on Intelligent Transportation Systems, 2021,
accepted.

[21] M. Maaref, J. Khalife, and Z. Kassas, “Enhanced safety of autonomous
driving by incorporating terrestrial signals of opportunity,” in Pro-

ceedings of IEEE International Conference on Acoustics, Speech and

Signal Processing, May 2020, pp. 9185–9189.
[22] M. Jia, J. Khalife, and Z. Kassas, “Evaluation of ground vehicle

protection level reduction due to fusing GPS with faulty terrestrial
signals of opportunity,” in Proceedings of ION International Technical

Meeting, January 2021, pp. 354–365.
[23] J. Khalife and Z. Kassas, “Precise UAV navigation with cellular carrier

phase measurements,” in Proceedings of IEEE/ION Position, Location,

and Navigation Symposium, April 2018, pp. 978–989.
[24] L. Wang, P. Groves, and M. Ziebart, “Multi-constellation GNSS

performance evaluation for urban canyons using large virtual reality
city models,” Journal of Navigation, vol. 65, pp. 459–476, 2012.

[25] N. Ziedan, “Urban positioning accuracy enhancement utilizing 3-D
buildings model and accelerated ray tracing algorithm,” in Proceedings

of ION GNSS Conference, September 2017, pp. 3253–3268.
[26] G. Zhang and L. Hsu, “A new path planning algorithm using a

GNSS localization error map for UAVs in an urban area,” Journal

of Intelligent and Robotic Systems, vol. 94, pp. 219–235, 2019.
[27] J. Sleewaegen and F. Boon, “Mitigating short delay multipath: a

promising new technique,” in Proceedings of ION International Tech-

nical Meeting Conference, September 2010, pp. 204–213.
[28] K. Shamaei and Z. Kassas, “LTE receiver design and multipath

analysis for navigation in urban environments,” NAVIGATION, Journal

of the Institute of Navigation, vol. 65, no. 4, pp. 655–675, December
2018.

[29] “3dbuildings,” https://3dbuildings.com.
[30] Remcom Inc., “Wireless insite,” https://www.remcom.com/.





Feature Article: DOI. No. 10.1109/MAES.2022.3154110

I Am Not Afraid of the GPS Jammer: Resilient
Navigation Via Signals of Opportunity in GPS-Denied
Environments
Zaher M. Kassas , Joe Khalife , and Ali A. Abdallah , University of
California, Irvine, CA 92697, USA
Chiawei Lee , U.S. Air Force Test Pilot School, Edwards, CA 93524, USA

INTRODUCTION

Global navigation satellite systems (GNSS) are at the heart

of numerous technologies that fuel our modern day life. It

is estimated that there are currently about 8 billion GNSS

devices worldwide, reaching 9 billion by 2025. The eco-

nomic benefits of GPS to the U.S. private sector between

1984 and 2017 is estimated to be nearly $1.8 trillion, and

15 of the 18 U.S. critical infrastructures rely on GPS.While

losing accurate positioning, navigation, and timing (PNT)

can be a nuisance in nonsafety critical applications, the

impact can be catastrophic in safety-critical applications,

such as transportation, aviation, military operations, among

others. Over the last few years, GNSS jamming and spoof-

ing incidents have been happening with increasing fre-

quency, exposing the inherent vulnerabilities of GNSS,

and rendering them a single point of failure [1]–[4]. GNSS

jamming and spoofing have affected hundreds of vessels in

South Korea; disrupted navigation over the South China

Sea islands; caused chaos on smartphones and rideshares in

Moscow; put tens of vessels into disarray in the Black Sea;

caused dozens of unmanned aerial vehicles (UAVs) to

plummet during a Hong Kong air show, resulting in hun-

dreds of thousands of dollars in damages; are suspected to

have been utilized to hijack UAVs and oil tankers in the

Persian Gulf; disrupted airport operations around the

world; and are becoming commonplace in military conflict

[5]. What is particularly alarming is that jamming and

spoofing are no longer confined to sophisticated rogue

organizations, with jammers being sold online and mar-

keted as personal privacy devices, and hackers publishing

spoofing software-defined radio (SDR) code online.

Today’s navigation systems, particularly those onboard

ground, aerial, and surface vehicles, fuse information from

a GNSS receiver and an inertial measurement unit (IMU)

[6]. The integration of these two systems, typically referred

to as a GNSS-aided inertial navigation system (INS), takes

advantage of the complementary attributes of each system:

the long-term stability of a GNSS navigation solution aids

the short-term accuracy of an INS. Sensors (e.g., cameras,

lasers, sonar, and odometers) have been commonly adopted

to supplement a navigation system for the inevitable event

that GNSS signals become unreliable or unavailable. These

sensors could be used to extract relative motion informa-

tion to reduce the INS’s error divergence rate. However,

they are still dead-reckoning-type sensors; therefore, dur-

ing prolonged periods of GNSS outage, the error would

eventually diverge. Moreover, these sensors only provide

local position estimates, may not properly function in all

environments (e.g., fog, snow, rain, dust, nighttime, etc.),

and are still susceptible to malicious spoofing attacks [7].

Signals of opportunity (SOPs) have been considered to

enable navigation whenever GNSS signals become

unavailable or unreliable [8]. SOPs are ambient radio sig-

nals that are not intended for navigation or timing pur-

poses, such as AM/FM radio [9], [10], WiFi [11], [12],

cellular [13]–[16], digital television [17], [18], and low-

Earth orbit (LEO) satellite siganls [19]–[21]. In contrast to

the aforementioned dead-reckoning-type sensors, absolute

position information could be extracted from SOPs to pro-

vide bounded INS errors. Moreover, many SOPs are prac-

tically unaffected by dense smoke, fog, rain, snow, and

other poor weather conditions.
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SOPs enjoy several inherently desirable attributes for

navigation purposes:

1) abundance in most locales of interest;

2) transmission at a wide range of frequencies and

directions;

3) reception at a carrier-to-noise ratio (C=N0) that is

commonly tens of dBs higher than that of GNSS

signals;

4) they are free to use, since their infrastructure is

already operational.

While SOPs are jammable and spoofable [22]–[24],

they are transmitted in multiple frequency bands and are

typically received outdoors at high C=N0. In the case of

cellular SOPs, for example, they are received at more than

30 dBs higher C=N0 than GNSS signals [25]. They also

span the 700 MHz to nearly 6 GHz bands, excluding the

5G millimeter wave (mmWave) spectrum, which is envi-

sioned to span several GHz of spectrum, with some bands

reaching up to 400 MHz of bandwidth. This makes staging

a successful, clandestine attack on cellular SOPs generally

challenging, as the attacker would need to target the entire

cellular spectrum with very high power. A typical chal-

lenge that arises in SOP-based navigation is that unlike

GNSS, whose satellite states are transmitted in their navi-

gation message, the states of SOPs, namely their position

and clock states, are typically unknown a priori and must

be estimated. To overcome this challenge, a radio simulta-

neous localization and mapping (radio SLAM) framework

was proposed in which the states of the navigating vehicle

are simultaneously estimated with the states of the SOPs

[26], while aiding the INS in a tightly coupled fashion

[27]. Recent works have demonstrated meter-level-accu-

rate navigation with SOPs on ground vehicles and pedes-

trians indoors [28], [29] and submeter-level accurate

navigation on aerial vehicles [30]. While published results

in the literature have demonstrated experimentally the

efficacy of SOPs as PNT sources in a standalone fashion

(i.e., without fusing SOPs with other signals or sensors)

and in an integrated fashion (i.e., fusing SOPs with INS

and lidar), experiments were never conducted in actual

GNSS-denied environments. These results were achieved

by “fictitiously” cutting GNSS signals from the navigation

filter. In September 2019, the authors’ Autonomous Sys-

tems Perception, Intelligence, and Navigation (ASPIN)

Laboratory was invited to participate in live GPS jamming

experiments, called Developmental Test Navigation Festi-

val (DT NAVFEST), at Edwards Air Force Base (AFB),

California, USA. Experiments with stationary antennas

and ground vehicles were conducted to study SOPs for

PNT. This article reports findings from these experiments,

which represent the first published results evaluating the

efficacy of SOPs for PNT in a real GPS-denied environ-

ment. In particular, this article analyzes the clock errors of

terrestrial cellular long-term evolution (LTE) SOPs

located inside the jammed region, showing timing stability

over 95 min of GPS jamming. Moreover, this article

showcases the efficacy of the radio SLAM approach on a

ground vehicle navigating in the jammed environment,

while exploiting a terrestrial cellular LTE SOP. The

results show the vehicle navigating during GPS jamming

for 5 km in 180 s, during which the position root mean-

squared error (RMSE) of a traditional GPS-aided INS

grew to nearly 238 m. In contrast, the radio SLAM

approach with a single cellular LTE SOP whose position

was poorly known (an initial uncertainty on the order of

several kilometers) achieved a position RMSE of 32 m.

To the best of authors’ knowledge, these are the first published

results of navigation with SOPs in real GPS-denied environ-

ments, under jamming conditions. Preliminary results of this

study were presented in Kassas et al.’s work [5]. However,

considering the nonpeer reviewed nature of Kassas et al.’s

work [5], the results therein only focused on showing the navi-

gation solution. In contrast, this article

1) formulates the mathematical details of radio SLAM

by describing the navigator’s dynamics model via

an INS kinematics formulation versus a dynamics

Image licensed by Ingram Publishing
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model formulation; clock error dynamics model;

and SOP measurement model;

2) gives explicit description of the experiments includ-

ing filter initialization and software and hardware

setup;

3) provides further analyses and experimental results

of the C=N0 experienced during jamming as well as

the filter’s estimation error.

The rest of this article is organized as follows. The section

“Radio Slam” provides and overview of the radio SLAM

framework. The section “GPS-Jammed Environment and

Experimental Setup” describes theGPS-jammed environment

and hardware and software setup. “PNTExperimental Results

in the GPS-Jammed Environment” presents PNT experimen-

tal results. Finally, the “Conclusion” is presented.

RADIO SLAM

This section overviews radio SLAM framework as well as

the navigator’s dynamics model, clock error dynamics,

and SOP measurement models.

FRAMEWORK OVERVIEW

Radio SLAM estimates the states of the navigator-

mounted receiver simultaneously with the SOPs’ states.

Radio SLAM produces an SOP-derived navigation solu-

tion in a standalone fashion [26], [31] or an integrated

fashion by fusing SOPs with sensors (e.g., IMU, lidar,

etc.) and digital maps [32].

Observability of radio SLAM was analyzed in the

authors’ work [26], [33], leading to establishing theminimal

a priori knowledge needed about the navigator-mounted

receiver’s and/or SOP transmitters’ states. The most signifi-

cant conclusion from these observability analyzes is that if a

mobile navigator with knowledge of its initial states (posi-

tion, velocity, clock bias, and clock drift), denoted xxr,

makes pseudorange measurements to M � 1 terrestrial

SOPs whose states (position, clock bias, and clock drift),

denoted xxs;i
� �M

i¼1
are unknown, then the environment is

fully observable, i.e., the navigator can estimate its states

simultaneously with the states of the SOPs. The conclusions

from these observability analyzes will be used in estimating

the mobile ground vehicle’s and SOP’s states in the

section “Experiment 2:Mobile Receiver.”

A simple, yet effective estimator that could be

employed in radio SLAM is the extended Kalman filter

(EKF). Here, one could employ a similar architecture to a

tightly coupled GNSS-INS. This architecture i) performs

the EKF measurement update (yielding the corrected esti-

mate x̂xþ and corrected error covariance Pþ) whenever

GNSS observables (e.g., pseudorange and carrier phase)

are available and ii) performs the EKF time update (yield-

ing the predicted estimate x̂x� and prediction error covari-

ance P�) with raw IMU data between GNSS measurement

epochs. The added complexity with SOPs is that the EKF

state vector is composed of both the navigator’s states and

the SOPs’ states, i.e., xx , xxTr ; xx
T
s;1; . . . ; xx

T
s;M

h iT
. If no INS

is used, then a proper dynamical model for the navigator

dynamics can be used for the EKF time update. Of course,

this would introduce a mismatch between the true navi-

gator’s dynamics and the model used in the EKF; never-

theless, advanced methods such as adaptive filters (e.g.,

interacting multiple models [34] and noise covariance esti-

mation [35] could alleviate this mismatch.

Figure 1 depicts a high-level block diagram of tightly

coupled radio SLAM, which operates in the following two

modes.

� Mapping mode: GNSS observables are available.

Here, GNSS and SOP observables are fused in the

EKF to aid the INS (if available), producing a more

accurate estimate of xxr while mapping the SOP

Figure 1.
Overview of a tightly coupled radio SLAM framework. The radio front-end collects signals, which are processed in the navigation receivers.

The EKF time update is performed based on the toggling switch: (i) using a dynamical model that describes the navigator’s dynamics or (ii)

using an INS, when available. The EKF measurement update is performed using navigation observables from received SOP signals and

GNSS signals, when available.
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radio environment (i.e., estimating the unknown

states of the SOPs xxs;i

� �M

i¼1
.

� Radio SLAM mode: GNSS observables are

unavailable. Here, SOP observables aid the INS (if

available) to simultaneously estimate the navigator-

mounted states xxr while continuing to refine esti-

mates of the SOPs’ states.

NAVIGATOR DYNAMICS MODEL

In a tightly coupled radio SLAM framework, either an INS

kinematics model or a dynamics model for the navigator is

utilized to perform the EKF time update. In what follows,

a description of each is discussed.

INS KINEMATICS FORMULATION

Let fbg denote a body frame fixed at the navigator,

and let fgg denote a global frame, e.g., the Earth-

centered inertial frame [36]. Moreover, let uub 2 R3 rep-

resent the three-dimensional (3-D) orientation vector of

the body frame with respect to the global frame and
grrb 2 R3 the 3-D position vector of the navigator

expressed in fgg. Given the INS’s true 3-D rotational

rate vector bvv 2 R3 in the body frame and its 3-D

acceleration gaab 2 R3 in the global frame, the standard

strapdown kinematics equations can be expressed in

continuous time as

_uubðtÞ ¼ bvvðtÞ (1)

g€rrbðtÞ ¼ gaabðtÞ: (2)

The 3-D orientation vector of the body frame with

respect to the global frame can be represented by the 4-D

quaternion vector b
g�qq 2 R4.

The navigator’s IMU is assumed to contain a triad-

gyroscope and a triad-accelerometer, which produce

measurements zzimu , vvT
imu; aa

T
imu

� �T
of the angular rate

and specific force, which are modeled as

vvimuðkÞ ¼ bvvðkÞ þ bbgyrðkÞ þ nngyrðkÞ (3)

aaimuðkÞ ¼ R b
g�qqðkÞ
h i

gaabðkÞ�gggðkÞð ÞþbbaccðkÞþnnaccðkÞ (4)

where R b
g�qq
h i

is the equivalent rotation matrix of b
g�qq;

ggg

is the acceleration due to gravity acting on the navigator

in the global frame; bbgyr 2 R3 and bbacc 2 R3 are the

gyroscope and accelerometer biases, respectively; and

nngyr and nnacc are measurement noise vectors, which are

modeled as zero-mean white noise sequences with

covariances Qnngyr and Qnnacc , respectively. Integrating

IMU specific force data to perform a time update of the

position and velocity in a rotating coordinate frame

introduces a centrifugal and Coriolis term due to the

rotation rate of the Earth [37]. However, a short integra-

tion interval is considered in this article, where the vari-

ation of the Coriolis force was considered negligible for

simplicity. Further details about neglecting the Coriolis

force over short integration intervals can be found in

Morales and Kassas [27].

The gyroscope and accelerometer biases in (3) and (4) are

dynamic and stochastic; hence, they must be estimated in the

EKF as well. As such, the INS 16-state vector is given by

xxins ¼ b
g�qq

T
; grrTb ;

g _rrTb ; bbTgyr; bbTacc

h iT
where _rrb 2 R3 is the 3-D velocity of the navigator.

The INS states evolve in time according to

xxins kþ 1ð Þ ¼ ffins xxinsðkÞ; bvvðkÞ; gaabðkÞ
� �

where ffins is a vector-valued function of standard strap-

down kinematic equation [38], which discretizes (1) and

(2) by integrating bvv and gaab to produce b
g�qqðkþ 1Þ, rrbðkþ

1Þ, and _rrbðkþ 1Þ, and uses a velocity random walk model

for the biases, which is given by

bbgyrðkþ 1Þ ¼ bbgyrðkÞ þ wwgyrðkÞ
bbaccðkþ 1Þ ¼ bbaccðkÞ þ wwaccðkÞ

where wwgyr and wwacc are process noise vectors that drive

the in-run bias variation (or bias instability) and are mod-

eled as white noise sequences with covariance Qwwgyr and

Qwwacc , respectively.

DYNAMICS MODEL FORMULATION

Generally, the navigator’s dynamics can be described as

_xxðtÞ ¼ ff xxðtÞ; uuðtÞ; t½ � þ wwðtÞ

where xx is the navigator’s state vector, uu represents known

exogenous inputs, and ww is the process noise. Depending

on the navigator’s platform (pedestrian or ground, aerial, or

maritime) and motion, different dynamic models can be

used to describe the navigator’s dynamics, such as polyno-

mial (e.g., white noise acceleration and Wiener process

acceleration), singer acceleration, mean-adaptive accelera-

tion, semi-Markov jump process, circular motion, curvilin-

ear motion, coordinated turn, among others [39].

A simple, yet effective dynamical model that has been

successfully employed for navigators with “low dynami-

cs,” which sufficiently captures the dynamics between

EKF measurement updates is the white noise acceleration,

given by

_xxpvðtÞ ¼ Apv xxpvðtÞ þDpv ~wwpvðtÞ (5)

Apv ¼ 03�3 I3�3

03�3 03�3

� �
; Dpv ¼ 03�3

I3�3

� �
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where xxpv , rrTr ; _rr
T
r

� �T
, rrr , xr; yr; zr½ �T is the 3-D position

of the navigator-mounted receiver, and ~wwpv ¼
~wx; ~wy; ~wz

� �T
is the process noise vector, whose elements of

are modeled as zero-mean, mutually independent white

noise processes with power spectral densities ~qx ~qy, and ~qz,

respectively. Note that here, the superscript g is dropped and

the subscript r is used to denote the navigator-mounted

receiver’s position instead of b, since the navigator in this

case is not relying on an INS and the orientation of its body

is not estimated.

Discretizing the navigator’s dynamics (5) at a constant

sampling period T yields the discrete-time model

xxpv kþ 1ð Þ ¼ Fpv xxrðkÞ þ wwpvðkÞ; k ¼ 0; 1; 2; . . .

Fpv ¼
I3�3 T I3�3

03�3 I3�3

� �

where wwpv is a discrete-time zero-mean white noise

sequence with covarianceQpv given by

Qpv¼

x
T3

3 0 0 ~qx
T2

2 0 0

0 ~qy
T3

3 0 0 ~qy
T2

2 0

0 0 ~qz
T 3

3 0 0 ~qz
T 2

2

~qx
T 2

2 0 0 ~qxT 0 0

0 ~qy
T2

2 0 0 ~qyT 0

0 0 ~qz
T 2

2 0 0 ~qzT

2
6666666664

3
7777777775
:

CLOCK ERROR DYNAMICS MODEL

GNSS satellites are equipped with atomic clocks, are

synchronized, and their clock errors are transmitted in

the navigation message along with the satellites’ posi-

tions. Therefore, in GNSS-based navigation, only the

receiver’s clock error is estimated. In contrast, SOPs

are equipped with less stable oscillators than GNSS sat-

ellites, are typically roughly synchronized to GNSS,

and their clock error states (bias and drift) are mostly

unknown. As such, the SOP clock errors must be simul-

taneously estimated with the receiver’s clock error. To

facilitate this estimation in the radio SLAM framework,

the clock error state dynamics must be specified. To

this end, a typical model for the dynamics of the clock

error states is the so-called two-state model, composed

of the clock bias dt and clock drift _dt, as depicted in

Figure 2.

The clock error states evolve according to

_xxclkðtÞ ¼ Aclk xxclkðtÞ þ ~wwclkðtÞ

xxclk ¼ dt
_dt

� �
; ~wwclk ¼ ~wdt

~w _dt

� �
; Aclk ¼ 0 1

0 0

� �
(6)

where the elements of ~wwclk are modeled as zero-mean,

mutually independent white noise processes, and the

power spectral density of ~wwclk is given by ~Qclk ¼
diag S ~wdt

; S~w _dt

h i
. The power spectra S ~wdt

and S~w _dt
can

be related to the power-law coefficients haf g2a¼�2,

which have been shown through laboratory experiments

to be adequate to characterize the power spectral den-

sity of the fractional frequency deviation yðtÞ of an

oscillator from nominal frequency, which takes the

form SyðfÞ ¼
P2

a¼�2 haf
a[40]. It is common to approx-

imate the clock error dynamics by considering only the

frequency random walk coefficient h�2 and the white

frequency coefficient h0, which lead to S ~wdt
� h0

2 and

S ~w _dt
� 2p2h�2[34].

Many SOPs of interest, particularly cellular transmit-

ters, are equipped with oven-controlled crystal oscillators

(OCXOs). On the other hand, many receivers are equipped

with less stable oscillators, e.g., temperature-compensated

crystal oscillator (TCXO). Typical TCXO and OCXO val-

ues for h0 and h�2 are given in Table 1.

Discretizing dynamics (6) at a sampling interval T

yields the discrete-time-equivalent model

xxclk kþ 1ð Þ ¼ Fclk xxclkðkÞ þ wwclkðkÞ

Figure 2.
Clock error states dynamics model.

Table 1.

Typical h0 and h�2 Values for Different TCXO and

OCXO Oscillators [41]

Oscillator h0 h�2

TCXO 2:0� 10�19 2:0� 10�20

TCXO 1:0� 10�21 2:0� 10�20

TCXO 9:4� 10�20 3:8� 10�21

TCXO 3:9� 10�22 2:4� 10�22

TCXO 3:5� 10�20 8:5� 10�22

TCXO 1:9� 10�21 2:5� 10�23

OCXO 2:6� 10�22 4:0� 10�26

OCXO 8:0� 10�20 4:0� 10�23

OCXO 3:4� 10�22 1:3� 10�24
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where wwclk is a discrete-time zero-mean white noise

sequence with covarianceQclk, and

Fclk ¼ 1 T
0 1

� �
; Qclk ¼

S ~wdt
T þ S ~w _dt

T3

3 S ~w _dt

T 2

2

S ~w _dt

T2

2 S ~w _dt
T

" #
:

(7)

SOP MEASUREMENT MODEL

A specialized receiver could produce a pseudorange mea-

surement to an SOP, which after discretization and mild

approximations discussed in the work of Kassas and Hum-

phrey [26], can be modeled as

rðkÞ ¼ krrrðkÞ � rrsk2 þ c � dtrðkÞ � dtsðkÞ½ � þ vrðkÞ (8)

where c is the speed of light and vr is a DT zero-mean

white Gaussian sequence with variance s2
rðkÞ.

Another, more precise navigation observable that can

be produced is the carrier phase, which can be modeled as

�fðkÞ ¼ rrrðkÞ � rrsk k
2
þ c dtrðkÞ � dtsðkÞ½ � þ �N þ vfðkÞ

(9)

where � is the wavelength of the carrier signal,N represents

the carrier phase ambiguity (namely, the initial phase differ-

ence between the receiver and the SOP), and vfðkÞ is the

measurement noise, which is modeled as a discrete-time

zero-mean white Gaussian sequencewith variance s2
fðkÞ.

Note that the termN in (9) is not necessarily an integer

[42]. Single- or double-difference carrier phase measure-

ments will have integer ambiguities. If the SOP carrier phase

measurements are used in a differential framework, the

Least-squares AMBiguity Decorrelation Adjustment

(LAMBDA) method [43], or its variants, e.g., the modified

LAMBDAmethod [44], could be used to resolve the integer

ambiguities. If SOP carrier phase measurements are

used in a nondifferential framework, the carrier phase

ambiguity is treated as a real-valued constant offset

that can be assimilated into the SOP’s initial clock

bias [45]. In both differential and nondifferential

frameworks, cycle slips in carrier phase tracking may

occur, which could introduce integer “jumps” in N . In

such cases, cycle slip detection and mitigation methods

may be used to reduce their effects on carrier phase

measurements [46]. The rest of this article focuses on

a pseudorange-based navigation solution.

RADIO SLAM EKF FORMULATION

The observables to all SOPs in the environment, whether

pseudoranges and/or carrier phases are augmented into

Figure 3.
DT NAVFEST GPS jamming laydown: (a) highway taken toward Edwards AFB, (b) photo of Edwards AFB, CA, (c) location of the experi-

ment, (d) photo of one of the jammers used in the experiment, (e) heat map showing the jamming power and jammers’ location, (f) photo of

the 58 Highway, where the ground vehicle experiment was performed. Map data: Google Earth.
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the measurement vector zz, which is used to estimate

xx , xxTr ; xx
T
s;1; . . . ; xx

T
s;M

h iT
, where xxs;i , rrTsi ; xx

T
clk;si

h iT
2 R5

is the state of the ith SOP. If an INS is used as discussed

in the section “INS Kinematics Formulation,” xxr ,
xxT
ins; xx

T
clk;r

h iT
2 R18. If the white noise acceleration model

is used as discussed in the section “Dynamics Model For-

mulation,” xxr , xxT
pv; xx

T
clk;r

h iT
2 R8.

GPS-JAMMED ENVIRONMENT AND EXPERIMENTAL

SETUP

This section overviews the GPS-jammed environment

during DT NAVFEST live GPS jamming at Edwards

AFB, as well as the hardware and software setup.

JAMMING LAYDOWN

From the information made available to the participants,

six high-powered jammers (HPJ) and one portable box

jammer (PBJ) were spread over an area of approximately

50 miles north of Edwards AFB, as shown in Figure 3.

The term “Hx” denotes an HPJ, one of them seen in

Figure 3, and “Nx” denotes a PBJ. The initial locations

and characteristics of the jammers are summarized in

Table 2. The experiments conducted by the ASPIN team

took place just outside the perimeters of Edwards AFB,

mainly on the 58 Highway pictured in Figure 3 and near

the Mojave Airport.

SOP LTE ENODEB LAYOUT

An SOP radio mapping campaign with the cognitive SDR

Multichannel Adaptive TRansceiver Information eXtrac-

tor (MATRIX), discussed in the section “MATRIX Cogni-

tive SDR,” was conducted a month before DT NAVFEST

to survey available LTE eNodeBs in the area. Since

Edwards AFB is largely unpopulated, only two LTE eNo-

deBs (SOP 1 and SOP 2) were hearable in the scheduled

jamming area and were located at the same site, as shown

in Figure 4. The eNodeBs were transmitting at high power

to service large macrocells in the sparsely populated area.

The eNodeBs corresponded to two U.S. cellular providers

(Verizon Wireless and T-Mobile), and they were

Table 2.

Jammer Laydown

Site Latitude

(N)

Longitude

(W)

Terrain

height

(ft MSL)

Antenna

height

(ft AGL)

Antenna

azimuth

true

(deg)

Antenna

elevation

(deg)

Antenna EIRP Wave-

form

gain (dBi) (dBm)

L1 L2 L1 L2

Hx1 35	 040 12:400 118	 080 41:8200 2769 10 57 15 24.2 24.5 83.8 84.1 CW,

BBN

Hx2 34	 590 43:5200 117	 520 42:3500 2313 10 15 15 24.2 24.5 83.8 84.1 CW,

BBN

Hx3 34	 590 45:5700 117	 510 52:6500 2289 10 13 15 24.2 24.5 83.8 84.1 CW,

BBN

Hx4 35	 020 59:5900 118	 010 40:8700 2528 10 43 15 24.2 24.5 83.8 84.1 CW,

BBN

Hx5 34	 570 29:3500 117	 570 31:7800 2429 10 24 15 24.2 24.5 83.8 84.1 CW,

BBN

Hx6 34	 570 30:8300 117	 540 12:6500 2441 10 17 15 24.2 24.5 83.8 84.1 CW,

BBN

Nx1 34	 540 42:4500 117	 540 5:500 2309 29 49 -30 14.1 12.9 -12.4 -13.6 CW,

BBN

MSL: Mean sea level; AGL: Above ground level; dBi: Decibel isotropic; dBm: Decibel referenced to 1 mW; EIRP: Equivalent, isotropi-
cally radiated power (EIRP) values accounted for estimated 1.5 dB line loss between amplifier and antenna; CW: Continuous wave;
BBN: Broad-band noise
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transmitting on dual frequencies. The characteristics of the

two eNodeBs are summarized in Table 3.

HARDWARE SETUP

The ground vehicle was equipped with hardware setup

shown in Figure 5, which was comprised of i) Septentrio

GNSS-INS system and ii) LTE front-end. The hardware

setup is described in the following.

SEPTENTRIO GNSS-INS SYSTEM

The Septentrio GNSS-INS system consists of the follow-

ing: a multifrequency GNSS AsteRx-i V receiver, a tacti-

cal-grade Vectornav VN-100 microelectromechanical

system IMU, and a dual-GNSS antenna system. AsteRx-i

V processes the dual antenna multifrequency GNSS sig-

nals with IMU measurements to generate an accurate and

reliable position and orientation solution. Multi-GNSS

antennas 1 and 2 were mounted on a wooden board that

was mounted on the roof of the vehicle and aligned with

the vehicle’s main axis. Antenna-1, i.e., the main antenna,

was toward the back of the vehicle. Antenna-2, i.e., the

auxiliary antenna, was toward the front of the vehicle. The

VN-100 IMU was mounted on the wooden board as

well, with its x-axis pointing toward the front of the vehi-

cle, the y-axis pointing to the right of the vehicle

(as seen from behind the vehicle), and the z-axis point-

ing downward. It is worth noting that only GPS was

jammed, while signals from other GNSS constellations

(Galileo and GLONASS) were available. The GNSS-

INS system was used to obtain the vehicle’s ground

truth trajectory by using signals from the nonjammed

GNSS constellations.

LTE FRONT-END

The LTE front-end comprised of the following:

1) a quad-channel universal software radio peripheral

(USRP)-2955;

Figure 5.
Ground vehicle and hardware setup.

Table 3.

eNodeBs’ Characteristics

eNodeB
Carrier

frequency [MHz] NCell
ID

Cellular
provider

1 751 / 2125 377 Verizon

2 731.5 / 2145 491 T-Mobile

Figure 4.
SOP LTE eNodeB layout. Map data: Google Earth.
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2) two consumer-grade 800/1900 MHz Laird cellular

antennas;

3) a PCIe cable;

4) a laptop;

5) a consumer-grade GPS antenna to discipline the

USRP’s onboard GPS-disciplined oscillator (GPSDO).

The two Laird antennas were connected to the USRP

to capture impinging LTE signals, and the USRP was

tuned to listen to two carrier frequencies corresponding to

the eNodeBs in Table 3.

SOFTWARE SETUP

The software setup used in the performed experiment

included the following: i) Septentrio’s postprocessing

software development kit and ii) MATRIX, which are

described in the following.

SEPTENTRIO POSTPROCESSING SOFTWARE DEVELOPMENT
KIT (PPSDK) TOOL

Septentrio’s PP-SDK was used to process GNSS observ-

ables collected by the AsteRx-i V to obtain a GNSS-INS

navigation solution. This integrated GNSS-INS system

was used to produce the ground truth results with which

the produced navigation solution was compared.

MATRIX COGNITIVE SDR

MATRIX is a state-of-the-art cognitive SDR, developed at the

ASPIN Laboratory, for navigation with terrestrial and space-

based SOPs [47]–[51]. MATRIX continuously searches for

Figure 6.
MATRIX cognitive SDR architecture. The SDR consists of the following: (i) USRPs to collect different radio signals, (ii) various modules to

produce navigation observables from different types of signals (e.g., cellular, LEO satellites, etc.), (iii) external sensors (e.g., IMU, lidar,

GNSS receivers, etc.), whose measurements can be fused with the navigation observables produced by the signal modules, and (iv) naviga-

tion filter that fuses all measurements to produce a navigation solution.

Figure 7.
GUI of the LTE module of the MATRIX SDR. The interface has four main windows: (i) Receiver Settings: to be set by the user; (ii) Acquisi-

tion and (iii) Tracking: show the resulting signals in real-time; and (iv) Navigation: plots the navigation solution.
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opportune signals from which it draws navigation and timing

information, employing signal characterization on-the-fly as

necessary. MATRIX could produce a navigation solution in a

standalone fashion or by fusing SOPs with sensors (e.g., IMU,

lidar, etc.), digital maps, and/or other signals (e.g., GNSS).

Figure 6 shows MATRIX’s architecture. The conducted

experiment used MATRIX’s carrier-aided code phase-based

LTE module [48] to produce LTE navigation observables.

Figure 7 shows the graphical user interface (GUI) front panel

of the LTEmodule of MATRIX.

PNT EXPERIMENTAL RESULTS IN THE GPS-JAMMED

ENVIRONMENT

Two experiments were conducted to study the behavior of

SOPs in the presence of real GPS jamming and to assess

their potential as PNT sources. The results from each

experiment are presented as follows.

EXPERIMENT 1: STATIONARY RECEIVER

Cellular SOPs are typically equipped with GPSDOs to

meet the synchronization requirements set by the 3rd Gen-

eration Partnership Project (3GPP). Some opportunistic

navigation frameworks exploit the resulting stability of

cellular SOPs’ clock [30], making it important to evaluate

the clock stability of cellular SOPs under GPS jamming to

determine their suitability in radio SLAM.

SETUP

The setup described in the sections “Hardware Setup” and

“Software Setup” was deployed outside the jamming area

to listen to two LTE eNodeBs (SOP 1 and SOP 2) located

in an area affected by jamming. The jamming-to-signal

(J=S) at the eNodeBs was around 60 dBs. During this

experiment, the jammers were periodically turned on for

10 min, then turned off for 2 min. The MATRIX SDR

sampled LTE signals synchronously at 10 Msps for 95

min on carrier frequencies 751 MHz and 731.5 MHz,

which are frequencies allocated to U.S. cellular providers

Verizon Wireless and T-Mobile, respectively. Figure 8

shows the setup of the first experiment.

RESULTS

The LTE signal samples were processed by the LTE mod-

ule of MATRIX to produce pseudorange observables to the

two eNodeBs. The two LTE eNodeBs as well as the

receiver were stationary and at known locations. The true

range between the receiver and each eNodeB was sub-

tracted from the corresponding pseudorange measurements

[cf. (8)]. Figure 9(a) shows the time history of the remain-

ing term (after subtracting the initial pseudorange values).

Note that a 5-min dataloss occurred around the 35th minute

due to a hardware malfunction. Recalling that the measure-

ment noise is appropriately modeled as white, the trend in

the variations, as shown in Figure 9(a) is mainly due to the

relative clock biases between the eNodeBs and the

receiver. After a short initial transient due to the receiver’s

GPSDO, the clock biases seem to stabilize. Moreover, both

clock biases appear to be driven by a common term, which

is likely to be the receiver’s bias. To evaluate the relative

Figure 9.
Experiment 1 results. (a) Time history of clock biases corresponding to SOP 1 and SOP 2. The initial pseudorange values were subtracted. A

hardware malfunction around the 35th min caused a 5-min dataloss. (b) Clock bias difference between SOP 1 and SOP 2, without subtracting

the initial pseudoranges. The stable difference shows that the relative stability between LTE SOPs is maintained for a period of over 95 min

during GPS jamming.

Figure 8.
Experiment 1 setup. The setup discussed in sections “Hardware

Setup” and “Software Setup” was deployed outside the GPS-

jammed area to listen to two SOPs located in an area where J=S

was around 60 dB. Map data: Google Earth.
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stability between the SOP biases, the difference of the

biases (without subtracting their initial values) is plotted in

Figure 9(b), which shows a stable difference hovering

around 1835 m. Figure 9 does not show significant correla-

tion between the stability of the clock biases and the jam-

ming window, leading to the conclusion that the LTE

SOPs’ relative stability is maintained for a period of over

95 min during GPS jamming. This could be attributed to

either: i) the oscillators equipped on the eNodeBs are disci-

plined by other GNSS constellations or ii) the free-running

oscillators remained stable during the jamming period.

EXPERIMENT 2: MOBILE RECEIVER

Another experiment was conducted to demonstrate the

radio SLAM framework with LTE SOPs under real GPS

jamming. The experimental setup and results are dis-

cussed as follows.

SETUP

In this experiment, a ground vehicle was driven in the east

direction along the 58 Highway, as shown in Figure 3.

Over the course of the experiment, only one LTE eNodeB

(SOP 1) was hearable at 751 MHz. LTE samples were col-

lected at 10 Msps for 8 min. The vehicle started west of

the jamming area. The experiment was composed of the

following three segments:

1) GPS signals were available (0–40 s);

2) GPS signals were intermittent (40–50 s);

3) GPS signals were not available (50–180 s).

During this experiment, the jammers were operating

continuously. The SOP pseudorange measurements were

fed to the tightly coupled radio SLAM framework depicted

in Figure 1 to estimate the states for two scenarios:

Scenario 1: SOP position was assumed to be fully

known (from the prior mapping campaign). Here, the

estimated state vector in the EKF was xxr ,
rrTr ; _rr

T
r ; c � ðxxT

clk;r � xxTclk;sÞ
h iT

.

Scenario 2: SOP position was assumed to be

unknown, (a prior with a large uncertainty was used).

Here, the estimated state vector in the EKF was

xxr , rrTr ; _rr
T
r ; rr

T
s ; c � ðxxT

clk;r � xxTclk;sÞ
h iT

.

Table 4.

Experiment 2 Results

Framework Position RMSE (m) Final error (m) SOP final error (m)

Scenario 1: Radio SLAMwith known SOP
position

29.4 69.4 –

Secnario 2: Radio SLAMwith unknown SOP
position

32.2 84.5 5.5

GPS-IMU 237.9 766.0 –

Figure 10.
Screenshots from Google Maps on an iPhone 8 during Experi-

ment 2. The uncertainty grew to a radius over 6 km.

Figure 11.
C=N0 to the LTE SOP as measured by the ground vehicle. The

experiment consists of three time segments: (A) GPS signals

available, (B) GPS signals intermittent, and (C) GPS signals were

unavailable.
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Due to a hardware storage malfunction, the raw IMU

data were not properly saved. As such, the radio SLAM

with the white noise acceleration dynamical model dis-

cussed in the section “Dynamics Model Formulation” was

used. The process noise spectral densities were set as ~qx ¼
~qy ¼ 0:01 m2/s3, and ~qz ¼ 0:001 m2/s3 and the receiver’s

and SOP’s oscillators were set to be high quality

OCXOs with parameters h0 ¼ 2:6� 10�22 and h�2 ¼
4:0� 10�26. The results are presented as follows.

RESULTS

Results from a smartphone navigation application are

provided first to showcase the impact of real GPS jam-

ming on a GPS receiver. Figure 10 shows screenshots

from Google Maps running on an iPhone 8 during the

ground vehicle’s trajectory. Essentially, the navigation

solution stopped updating, would sporadically jump

around by hundreds of meters, and the blue “halo” rep-

resenting the estimated position uncertainty grew to a

radius over 6 km. Note the time progression shown in

the screenshots as the vehicle was driving along the 58

Highway in one direction; nevertheless, the estimated

position reported by the iPhone kept jumping around.

In both scenarios, the receiver had access to GPS

signals for the first 50 s only. The receiver’s last pro-

duced GPS navigation solution before GPS signals were

Figure 13.
Experiment 2 EKF results: receiver position error and associated


3s bounds for Scenario 1: assuming fully known SOP position.

(A) GPS signals available, (B) GPS signals intermittent, and (C)

GPS signals unavailable.

Figure 12.
Experiment 2 results for both scenarios. Map data: Google Earth.
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lost was used to initialize the position states in both

radio SLAM scenarios, and the receiver’s and SOP’s

positions were expressed in an East–North–UP frame,

centered at the receiver’s initial position. The initial

state estimate for Scenario 1 was x̂x� ¼ 08�1, while the

initial state estimate for Scenario 2 was x̂x� ¼
01�6; 976:9; 3221:3; 58:9; 01�2½ �T. The initial estimation

error covariance for Scenario 1 was P� ¼ diag½1; 1; 1;
10; 10; 10; 1� 109; 45�, while the initial estimation error

covariance for Scenario 2 was P� ¼ diag½1; 1; 1;
10; 10; 10; 12 � 105; 12� 105; 1; 1� 109; 45�. For Sce-

nario 2, the SOP position was randomly initialized

around the true SOP position with an initial 2-D 
3s

radius of about 3.3 km. For the random realization used

in the EKF, the initial SOP position error was 1.07 km.

Figure 11 shows C=N0 as measured by the vehicle-

mounted receiver to the LTE SOP.

For Scenario 1, the receiver’s 2-D position RMSE was

found to be 29.4 m with a final 2-D position error of 69.4

m. For Scenario 2, the receiver’s final 2-D position RMSE

was found to be 32.2 m with a final 2-D position error of

84.5 m. The SOP’s final 2-D position error was 5.5 m. For

comparison, a GPS-IMU solution was produced using

Septentrio’s PPSDK tool for the same trajectory. The

receiver’s 2-D position RMSE was found to be 237.9 m

from the GPS-IMU solution with a final 2-D position error

of 766.0 m. Table 4 and Figure 12 summarize the results

of Experiment 2.

The EKF position error and associated
3s bounds for

Scenario 1 are shown in Figure 13. The EKF position error

and associated 
3s bounds for Scenario 2 are shown in

Figure 14 for the receiver and in Figure 15 for the SOP. It

can be seen from these figures that, as expected, the GPS-

IMU errors diverge unboundedly in the GPS-jammed

region. What appears to be alarming is that these errors are

inconsistent with the reported s-bounds. In contrast, the

errors for both Scenarios 1 and 2 in the east and north direc-

tions are consistent with the s-bounds and are drifting at a

much lower rate. This drift could be attributed to poor

estimability—recall that a single SOP is being used and

that the vehicle is quickly moving away from the SOP. Of

course, using an IMU would reduce this drift as it would

provide more precise time updates than the assumed white

noise acceleration dynamical model. In fact, this slowly

drifting behavior is consistent with the results presented in

the work of Morales and Kassas [27] with a single SOP.

Using signals from two or more SOPs was shown to allevi-

ate this drift and yield bounded errors. The divergence in

the Up direction is simply due to poor geometric diversity

in the vertical direction, which could be readily accounted

for with an external sensor (e.g., altimeter).

DISCUSSION

The following can be concluded from the aforementioned

results. First, Experiment 1 shows that cellular SOP clocks

remain relatively stable during the jamming period. This

could be attributed to: i) the jamming was intermittent, as

shown in Figure 9, which could have allowed the SOPs’

on-board GPSDOs to relock to GPS and ii) by design, cel-

lular transmitter clocks are required to maintain 
3ms

synchronization with GPS time, even after 8 h of GPS sig-

nal loss [52]. Future studies could consider longer periods

of GPS jamming (more than 8 h), to fully characterize the

behavior of cellular SOP clocks in the presence of a per-

sistent GPS jammer.

Second, as expected, the performance of radio SLAM

with unknown SOP position is worse than that of radio

SLAM with known SOP positions. This is due to the

poorer estimability of the state space in Scenario 2, as

more states are being estimated from the same pseudor-

ange measurements. The final position errors in Scenarios

Figure 14.
Experiment 2 EKF results: receiver position error and associated


3s bounds for Scenario 2: assuming unknown SOP position. (A)

GPS signals available, (B) GPS signals intermittent, and (C) GPS

signals unavailable.

Figure 15.
Experiment 2 EKF results: SOP position error and 
3s bounds.

(A) GPS signals available, (B) GPS signals intermittent, and (C)

GPS signals unavailable.
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1 and 2 highlight this degradation in the performance.

However, the EKF error is a random process itself, and

can theoretically take arbitrary realizations from an under-

lying distribution at any point in time. As such, the posi-

tion RMSE is a more insightful measure of the filter

performance. What is interesting is that the degradation of

the RMSE performance between Scenarios 1 and 2 is

about 3 m, which is on the same order of magnitude as the

SOP position estimation error in Scenario 2.

Third, the nature of the experiment makes it difficult

to be performed in an urban region. The environment in

which the experiment took place was rural, where cellular

SOPs tend not to be as abundant as urban regions. Within

the same region, one could receive signals from faraway

SOPs on an aerial platform compared to a ground plat-

form. As such, future studies could consider conducting

the experiments on an aerial platform, which would

increase the number of hearable SOPs.

CONCLUSION

This article justified why I am not afraid of the GPS jam-

mer, as long as there are ambient SOPs to exploit in the

environment. A radio SLAM approach was presented,

which enables the exploitation of SOPs for resilient navi-

gation in environments where GPS signals are challenged

or denied. Radio SLAM could produce an SOP-derived

navigation solution in a standalone fashion or by fusing

SOPs with sensors, digital maps, and/or other signals

(e.g., GNSS). This article presented the first published

experimental results for navigation with SOPs in a GPS-

denied environment. These experiments took place at

Edwards AFB, during DT NAVFEST, in which GPS was

intentionally jammed with J=S as high as 90 dB. The

results analyzed the clock stability of two cellular SOP

LTE eNodeBs in the jammed area, showing that the rela-

tive stability between the LTE SOPs is maintained for a

period of more than 95 min during GPS jamming. More-

over, the results showcased a ground vehicle traversing a

trajectory of about 5 km in 180 s in the GPS-jammed envi-

ronment, during which a GPS-IMU system drifted from

the vehicle’s ground truth trajectory, resulting in a posi-

tion RMSE of 238 m. In contrast, the radio SLAM

approach with a single cellular LTE SOP whose position

was poorly known (an initial uncertainty on the order of

several kilometers) achieved a position RMSE of 32 m.
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ABSTRACT

I am not afraid of the GPS jammer, as long as there are ambient signals of opportunity (SOPs) to exploit in the
environment. In environments where GPS signals are challenged (e.g., indoors and deep urban canyons) and denied
(e.g., under jamming and spoofing attacks), SOPs could serve as an alternative navigation source to GPS, and more
generally, to global navigation satellite systems (GNSS). This paper presents a radio simultaneous localization and
mapping (radio SLAM) approach that enables the exploitation of SOPs for resilient and accurate navigation. Radio
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SLAM estimates the states of the navigator-mounted receiver simultaneously with the SOPs’ states. Radio SLAM
could produce an SOP-derived navigation solution in a standalone fashion or by fusing SOPs with sensors (e.g., inertial
measurement unit (IMU), lidar, etc.), digital maps, and/or other signals (e.g., GNSS). The paper also overviews a
core component of radio SLAM: a cognitive software-defined radio (SDR) called MATRIX: Multichannel Adaptive
TRansceiver Information eXtractor, which produces navigation observables from terrestrial and space-based SOPs.
Next, the paper showcases the most accurate navigation results to-date with terrestrial and space-based SOPs from
low Earth orbit (LEO) satellites in different environments and on different platforms: indoor pedestrian, ground
vehicles in urban and deep urban canyons, and aerial vehicles. Finally, the paper presents the first ever published
experimental results for navigation with SOPs in a GPS-denied environment. These experiments took place at
Edwards Air Force Base, California, USA, during which GPS was intentionally jammed with jamming-to-signal
(J/S) ratio as high as 90 dB. The results showcase a ground vehicle traversing a trajectory of about 5 km in 180
seconds in the GPS-jammed environment, during which a GPS-IMU system drifted from the vehicle’s ground truth
trajectory, resulting in a position root mean-squared error (RMSE) of 238 m. In contrast, the radio SLAM approach
with a single cellular long-term evolution (LTE) SOP whose position was poorly known (an initial uncertainty on
the order of several kilometers) achieved a position RMSE of 32 m.

I. INTRODUCTION

Global navigation satellite systems (GNSS) are at the heart of numerous technologies that fuel our modern day
life. It is estimated that there are currently about 8 billion GNSS devices worldwide, reaching 9 billion by 2025
[1]. The economic benefits of GPS to the U.S. private sector between 1984 and 2017 is estimated to be nearly
$1.8 trillion [2], and 15 of the 18 U.S. critical infrastructures rely on GPS [3]. While losing accurate positioning,
navigation, and timing (PNT) can be a nuisance in non-safety critical applications, the impact can be catastrophic
in safety-critical applications, such as transportation, aviation, military operations, among others. Over the last few
years, GNSS jamming [4] and spoofing [5] incidents have been happening with increasing frequency, exposing the
inherent vulnerabilities of GNSS, and rendering them a single point of failure. GNSS jamming and spoofing have
disrupted airport operations in the United States [6]; affected hundreds of vessels and airplanes in South Korea [7];
disrupted navigation over South China sea islands [8]; caused chaos on smartphones and rideshares in Moscow [9];
put tens of vessels into disarray in the Black Sea [10]; caused dozens of UAVs to plummet during a Hong Kong air
show, resulting in hundreds of thousands of dollars in damages [11]; are suspected to have been utilized to hijack
unmanned aerial vehicles (UAVs) and oil tankers in the Persian Gulf [12]; and are becoming commonplace in military
conflicts [13]. What is particularly alarming is that jamming and spoofing are no longer confined to sophisticated
rogue organizations [14, 15], with jammers being sold online and marketed as personal privacy devices [16], and
hackers publishing spoofing SDR code online [17]. It is no surprise that the White House issued in February 2020
an Executive Order on “Strengthening National Resilience through Responsible Use of Positioning, Navigation, and
Timing Services” [18].

Today’s navigation systems, particularly those onboard ground and aerial vehicles, fuse information from a GNSS
receiver and an inertial measurement unit (IMU). The integration of these two systems, typically referred to as
a GNSS-aided inertial navigation system (INS), takes advantage of the complementary properties of each system:
the long-term stability of a GNSS navigation solution aids the short-term accuracy of an INS. Current trends
to supplement a navigation system in the inevitable event that GNSS signals become unreliable are traditionally
sensor-based (e.g., cameras, lasers, sonar, and odometers). These sensors could be used to extract relative motion
information to reduce the INS’s error divergence rate. However, they are still dead-reckoning-type sensors; therefore,
during prolonged periods of GNSS outage, the error will eventually diverge. Moreover, these sensors only provide
local position estimates, may not properly function in all environments (e.g., fog, snow, rain, dust, nighttime, etc.),
and are still susceptible to malicious spoofing attacks [19].

Recently, signals of opportunity (SOPs) have been considered to enable navigation whenever GNSS signals become
unavailable or unreliable [20–22]. SOPs are ambient radio signals that are not intended for navigation or timing
purposes, such as AM/FM radio [23–25], cellular [26–33], digital television [34–37], low Earth orbit (LEO) satellite
signals [38–44], and Wi-Fi [45–49]. In contrast to the aforementioned dead-reckoning-type sensors, absolute position
information may be extracted from SOPs to provide bounded INS errors. Moreover, many SOPs are practically
unaffected by dense smoke, fog, rain, snow, and other poor weather conditions.



SOPs enjoy several inherently desirable attributes for navigation purposes: (i) abundance in most locales of interest,
(ii) transmission at a wide range of frequencies and directions, (iii) reception at a carrier-to-noise ratio that is
commonly tens of dBs higher than that of GNSS signals, and (iv) they are free to use, since their infrastructure is
already operational. However, unlike GNSS, whose satellite states are transmitted in their navigation message, the
states of SOPs, namely their position and clock states, are typically unknown a priori and must be estimated. To
overcome this challenge, a radio simultaneous localization and mapping (radio SLAM) framework was proposed in
which the states of the navigating vehicle are simultaneously estimated with the states of the SOPs, while aiding
the INS in a tightly-couple fashion [50–52]. Recent work have demonstrated meter-level-accurate navigation with
SOPs on ground vehicles and pedestrians indoors [53–58] and centimeter-level accurate navigation on aerial vehicles
[59–61]. With appropriately designed navigation receivers and estimation frameworks, SOPs have been exploited as
aiding sources for INS [62, 63] and lidar [64, 65].

While recent work has demonstrated experimentally the efficacy of SOPs as PNT sources in a standalone fashion
(i.e., without fusing SOPs with any other signals or sensors) and in an integrated fashion (i.e., with fusing SOPs with
INS and lidar), experiments were never conducted in actual GNSS-denied environments. The navigation results in
such work were achieved by “fictitiously” cutting GNSS signals from the navigation filter. In September 2019, the
Autonomous Systems Perception, Intelligence, and Navigation (ASPIN) Laboratory was invited to participate in live
GPS jamming experiments at Edwards Air Force Base (AFB), California, USA, called Developmental Test Navigation
Festival (DT NAVFEST). Several experiments with stationary antennas and ground vehicles were conducted to study
SOPs for PNT. This paper reports findings from these jamming experiments. In particular, the paper analyzes the
clock errors of terrestrial SOPs within the jamming region. Moreover, the paper showcases the efficacy of the radio
SLAM approach on a ground vehicle navigating in the GPS-denied environment, while exploiting terrestrial SOPs.
The experimental results show the vehicle navigating in a jammed GPS region for 5 km in 180 seconds, during which
the position root mean-squared error (RMSE) of a traditional GPS-aided INS grew to nearly 238 m, while the radio
SLAM approach final position RMSE was around 32 m. To the authors’ knowledge, these are the first published
results in the literature of navigation with SOPs in real GPS-denied environments, under jamming conditions.

The rest of the paper is organized as follows. Section overviews the radio SLAM framework and the cognitive SDR
used to exploit terrestrial and space-based SOPs for PNT. Section III presents experimental navigation results with
terrestrial and space-based SOPs from LEO satellites in different environments and on different platforms: ground
vehicles in urban and deep urban canyons, aerial vehicles, and indoor pedestrian. Section IV describes the GPS-
jammed environment at Edwards AFB and the experimental setup. Section V presents PNT experimental results in
the GPS-jammed environment. Section VI gives concluding remarks.

II. RADIO SLAM

This section overviews radio SLAM and the cognitive SDR used to exploit terrestrial and space-based SOPs for PNT.

A. Framework Overview

Radio SLAM estimates the states of the navigator-mounted receiver simultaneously with the SOPs’ states. Observ-
ability of radio SLAM was analyzed in [66–69], leading to establishing the minimal a priori knowledge needed about
the navigator-mounted receiver’s and/or SOP transmitters’ states. Radio SLAM could produce an SOP-derived nav-
igation solution in a standalone fashion [27,28,32,55,59] or by fusing SOPs with sensors (e.g., inertial measurement
unit (IMU) [51, 52, 62], lidar [64, 65], etc.), digital maps [63, 70], and/or signals (e.g., GNSS [27, 71, 72]). Fig. 1
illustrates a high-level block diagram of radio SLAM.

B. MATRIX Cognitive SDR

MATRIX (Multichannel Adaptive TRansceiver Information eXtractor) is a state-of-the-art, cognitive SDR, developed
at the ASPIN Laboratory, for navigation with terrestrial and space-based SOPs. MATRIX continuously searches
for opportune signals from which it draws navigation and timing information, employing signal characterization
on-the-fly as necessary. Fig. 2 shows the architecture of MATRIX.
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III. NAVIGATION WITH TERRESTRIAL AND LEO SATELLITE SOPS

The radio SLAM framework with MATRIX has been validated experimentally with terrestrial SOPs (cellular code
division multiple access (CDMA), LTE, and 5G) and space-based SOPs from LEO satellites (Orbcomm and Iridium
constellations) in different environments and on different platforms: ground vehicles in urban and deep urban canyons,
aerial vehicles, and indoor pedestrian. This section illustrates these navigation results, which are considered the most
accurate to-date for navigation with SOPs.

A. Ground Vehicle Navigation

A.1 Navigation with Standalone LTE SOPs

Fig. 3 shows the navigation performance with standalone LTE signals in an urban environment in Riverside, Califor-
nia, USA, on a ground vehicle [32]. Here, the positions of the LTE towers (also known as eNodeBs) were pre-surveyed
and the radio SLAM framework did not estimate these positions, but it estimated the eNodeBs’ clock errors along
with the ground vehicle’s position and velocity. The ground vehicle traversed a trajectory of 1.44 km, achieving a
position RMSE of 3.17 m with four eNodeBs. The ground truth was obtained from the GPS navigation solution,
produced from 10 GPS satellites.



Fig. 3. Ground vehicle navigation with LTE SOPs in an urban environment in downtown Riverside, California, USA. This figure
shows the environmental layout, the four LTE eNodeBs’ locations, and the traversed trajectory. Over a trajectory of 1.44 km, the LTE
navigation solution exhibited a position RMSE of 3.17 m, standard deviation of 1.06 m, and maximum error of 6.58 m from the GPS
navigation solution obtained with 10 GPS satellites [32]. Map data: Google Earth.

A.2 Navigation with GPS, LTE, IMU, and Map Matching

Fig. 4 shows the navigation performance with an integrated navigation system, which used GPS and LTE SOPs
along with an IMU and map matching in a deep urban environment in downtown Riverside, California, USA, on a
ground vehicle [63]. The positions of the LTE eNodeBs were pre-surveyed and the radio SLAM framework did not
estimate these positions, but it estimated the eNodeBs’ clock errors along with the INS’s states. The ground truth
was obtained with a Septentrio AsteRx-i V integrated GPS–IMU system, which was equipped with a dual-antenna
multi-frequency GNSS receiver and a Vectornav VN-100 microelectromechanical system IMU. The carrier phase
observables recorded by the Septentrio system were fused with nearby differential GPS base stations’ measurements
to produce the carrier phase-based real-time kinematic (RTK) solution [73]. Due to non-line-of-sight, the vehicle
encountered 15 seconds of a GPS unavailability period, causing the GPS-IMU solution to accumulate errors due to
IMU drift, resulting in a position RMSE of 5.1 m. In contrast, exploiting two LTE eNodeBs in the environment and
employing map matching, reduced the position RMSE by 33%, achieving 3.43 m.

A.3 Navigation with LEO Satellite SOPs and IMU

Fig. 5 shows the navigation performance with LEO-aided INS. Here, the radio SLAM framework is more complex
due to the poorly known and dynamic, stochastic nature of LEO satellites. The navigation framework is termed
STAN: simultaneous tracking and navigation, to emphasize the fact that LEO satellites are tracked in their orbit.
The ground vehicle traversed a trajectory of 7,495 m in 258 seconds along Interstate 5 in Orange County, California,
USA, achieving a position RMSE of 188.6 m when using LEO-aided INS with periodic LEO satellite position updates
(transmitted by the LEO satellites) and 195.6 m without satellite position updates (LEO satellite states estimated
from two-line element (TLE) files and orbit propagation algorithms), compared to a position RMSE of 1,419 m when
using the INS only [74]. The ground truth was obtained using the Septentrio AsteRx-i V integrated GPS–IMU
system discussed in Subsection III-A.2.



Fig. 4. Ground vehicle navigation with an integrated navigation system, which used GPS and LTE SOPs along with an IMU and
map matching in a deep urban environment in downtown Riverside, California, USA. The figure shows the environmental layout, LTE
eNodeBs’ locations, traversed trajectory, and the different navigation solutions. Over a trajectory of 345 m, the GPS-LTE-IMU with
map matching exhibited a position RMSE of 3.43 m compared to 5.1 m achieved using GPS-IMU only [63]. Map data: Google Earth.

Trajectories:

Fig. 5. Ground vehicle navigation with LEO satellite-aided INS in Orange County, California, USA. The figure shows the trajectory
of the two Orbcomm LEO satellites, estimated trajectory of one of the satellites and corresponding final position uncertainty, and true
and estimated trajectories of the ground vehicle. Over a trajectory of 7,495 m in 258 seconds, the LEO-aided INS exhibited a position
RMSE of 188.6 m when using LEO-aided INS with periodic LEO satellite position updates (transmitted by LEO satellites) and 195.6 m
without satellite position updates, compared to a position RMSE of 1,419 m with INS only [74]. Map data: Google Earth.



B. Aerial Vehicle Navigation

B.1 Navigation with Standalone CDMA and LTE SOPs

On aerial vehicles and exploiting carrier phase observables, sub-meter level-accurate navigation with standalone
cellular CDMA and LTE SOPs can be achieved. Fig. 6 shows the navigation performance with cellular CDMA
SOPs for a UAV flown in Colton, California, USA [60]. Here, the positions of the CDMA towers (also known as base
transceiver stations (BTSs)) were pre-surveyed and the radio SLAM framework did not estimate these positions.
These results were obtained via a carrier phase differential cellular (CD-cellular) CDMA navigation framework. The
navigation solution exhibited a two-dimensional (2-D) position RMSE of 62.11 cm over a trajectory of 1.72 km flown
in 3 minutes. The solution from the UAV’s onboard integrated navigation system was used as ground truth.

Ettus E312

USRP

Cellular Antenna

GPS Antenna

Fig. 6. UAV navigation results with CD-cellular CDMA SOPs in Colton, California, USA [60]. The figure shows the environmental
layout, CDMA BTSs’ locations, true trajectory (from the UAV’s onboard integrated navigation system), and the carrier phase differential
cellular (CD-cellular) CDMA navigation solution in the base/rover framework. The CD-cellular navigation solution exhibited a position
RMSE of 62.11 cm over a trajectory of 1.72 km flown over a period of 3 minutes. Map data: Google Earth.

Fig. 7 shows the navigation performance with standalone cellular LTE SOPs for a UAV flown in Mission Viejo,
California, USA [61]. The figure shows the environmental layout, LTE eNodeBs’ locations, true trajectory (from a
Septentrio AsteRx-i V GNSS-INS with RTK system), and the carrier phase LTE navigation solution. An altimeter
was used in the navigation framework to estimate the UAV’s altitude. In contrast to the results shown in Fig. 6,
no base was used here. The navigation solution exhibited a 2-D and 3-D position RMSE of 81 cm and 86 cm,
respectively, for a traversed trajectory of 605 m over 175 seconds.

B.2 Navigation with CDMA SOPs and IMU

Fig. 8 shows the navigation performance with standalone cellular CDMA SOPs for a UAV flown in Riverside,
California, USA [52]. The figure shows the environmental layout, CDMA SOPs’ locations, true trajectory (from
UAV’s onboard integrated navigation system), and the cellular CDMA SOP-aided INS navigation solution. In
contrast to the results shown in Fig. 6 and 7, this experiment (1) did not assume knowledge of the SOPs’ locations:
the positions of these SOPs were simulataneously estimated in a radio SLAM fashion, (2) utilized an INS, and (3)
used SOP pseudorange measurements.

B.3 Navigation with LEO Satellite SOPs and IMU

Fig. 9 shows experimental results of a UAV navigating via the LEO-aided INS in Irvine, California, USA. The UAV
exhibited a final position error of 5.7 m (with LEO satellite position updates) and 29.9 m (without LEO satellite
position updates– here, LEO satellite states were estimated from TLE files and orbit propagation algorithms),
compared to 123.5 m with an INS only [42].



Fig. 7. UAV navigation results with LTE SOPs in Mission Viejo California, USA [61]. This figure shows the environmental layout, LTE
eNodeBs’ locations, experimental setup, UAV’s true trajectory (obtained using a Septentrio AsteRx-i V GNSS-INS with RTK system),
and the carrier phase LTE navigation solution. The UAV traversed a trajectory of 605 m over 175 seconds. The results show a 2-D
position RMSE of 81 cm and a 3-D position RMSE of 86 cm. Map data: Google Earth.

Estimated SOP location True SOP location

Fig. 8. UAV navigation results with cellular CDMA SOP-aided INS in Riverside California, USA for 80 seconds, the last 30 seconds
of which were without GPS [52]. (a) Experimental environment showing the UAV’s trajectory, cellular SOPs’ locations, initial SOPs’
position uncertainties, and final position uncertainties. (b) UAV’s trajectory before and after GPS cutoff: (i) white: ground truth, (ii)
green: SOP-aided INS before GPS cutoff, (iii) blue: SOP-aided INS after GPS cutoff, and (iv) red: GPS aided INS after GPS cutoff, i.e.,
INS only. (c) and (d) True and estimated SOP locations and corresponding final uncertainty ellipses. Map data: Google Earth.



Fig. 9. UAV navigation with LEO satellite-aided INS in Irvine, California, USA, for 155 seconds, the last 30 seconds of which were
without GPS [42]. This figure shows: the trajectory of the two Orbcomm LEO satellites, zoom on the UAV’s final position and final
position estimates, and true and estimated trajectories of the UAV. Map data: Google Earth.

B.4 Navigation with Standalone LEO Satellite SOPs

Fig. 10 shows experimental results of a UAV navigating with carrier phase differential LEO (CD-LEO) satellite
signals in Mission Viejo, California, USA [75]. This framework employs a rover and a base receiver. In contrast to
the results presented in Fig. 9, no INS was used here. Also, no LEO satellite position updates were used, instead,
the LEO satellite states were estimated from TLE files and orbit propagation algorithms. The UAV traversed a
trajectory of 2.2 km, achieving a 2-D position RMSE of 15.03 m.

Fig. 10. UAV navigation results with CD-LEO satellite signals in Mission Viejo, California, USA [75]. Here, the UAV (acted as the
rover) and a stationary receiver (acted as the base). This figure shows trajectory of the two Orbcomm LEO satellites, true trajectory of
the UAV (rover), and the estimated trajectory of the rover using CD-LEO. The UAV traversed a trajectory of 2.2 km, achieving a 2-D
position RMSE of 15.03 m. Google Earth.



C. Pedestrian Indoor Navigation

Indoor environments are particularly challenging for SOP-based navigation due to severe signal attenuation and
multipath effects. Nevertheless, LTE SOPs have shown tremendous potential in indoor environments, with MATRIX
being able to acquire and track LTE signals deep inside buildings, in rooms without windows, and on different floors
[76].

Fig. 11(a) shows the navigation performance with LTE SOPs, coupled with a synthetic aperture navigation (SAN)
framework to minimize multipath effects by utilizing beamforming. The LTE-SAN navigation solution demonstrated
a 2-D position RMSE of 3.93 m compared to 7.19 m from standalone LTE (without SAN) over a traversed trajectory
of 126.8 m in 100 seconds and while listening to six LTE eNodeBs [57]. Fig. 11(b) shows the navigation performance
of an LTE-aided IMU. The LTE-IMU navigation solution exhibited a 2-D position RMSE of 2.92 m compared to
5.09 m and 9.48 m from standalone LTE and standalone IMU, respectively, for a traversed trajectory of 109 m over
50 seconds and while listening to five LTE eNodeBs [58]. In both experiments, the LTE eNodeBs locations were
pre-surveyed.
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Fig. 11. (a) Pedestrian indoor navigation with LTE SOP signals, at the University of California, Irvine, USA [57]. The figure shows
the pedestrian’s ground truth trajectory versus the navigation solution from: (i) standalone LTE (without SAN) and (ii) LTE-SAN. (b)
Pedestrian indoor navigation with LTE SOP signals and IMU, at the University of California, Riverside, USA [58]. The figure shows the
pedestrian’s ground truth trajectory versus the navigation solution from: (i) standalone LTE (without IMU) and (ii) LTE-IMU.

IV. GPS-JAMMED ENVIRONMENT AND EXPERIMENTAL SETUP

All SOP-based experimental results presented in Section III were conducted in environments in which GPS signals
were not jammed. Essentially, GPS signals were “fictitiously” cut off from the navigation filter. In September 2019,
the ASPIN Laboratory was invited to conduct experiments during DT NAVFEST live GPS jamming at Edwards
AFB, California, USA. This section overviews the GPS-jammed environment and experimental setup.

A. Jamming Laydown

From the information made available to the participants, six high-powered jammers (HPJ) and one portable box
jammer (PBJ) were spread over an area of approximately 50 miles north of Edwards AFB, as shown in Fig. 12.
The term “Hx” denotes an HPJ, one of them seen in Fig. 12, and “Nx” denotes a PBJ. The initial locations and
characteristics of the jammers are summarized in Table I. The experiments conducted by the ASPIN team took place
just outside the perimeters of Edwards AFB, mainly on the 58 Highway pictured in Fig. 12 and near the Mojave
airport.



TABLE I

Jammer Laydown

Site
Latitude

(N)

Longitude

(W)

Terrain

height

(ft MSL)

Antenna

height

(ft AGL)

Antenna

azimuth

true

(deg)

Antenna

elevation

(deg)

Antenna EIRP
Wave-

gain (dBi) (dBm)

form

L1 L2 L1 L2

Hx1 35◦ 04′ 12.4” 118◦ 08′ 41.82” 2769 10 57 15 24.2 24.5 83.8 84.1 CW,
BBN

Hx2 34◦ 59′ 43.52” 117◦ 52′ 42.35” 2313 10 15 15 24.2 24.5 83.8 84.1 CW,
BBN

Hx3 34◦ 59′ 45.57” 117◦ 51′ 52.65” 2289 10 13 15 24.2 24.5 83.8 84.1 CW,
BBN

Hx4 35◦ 02′ 59.59” 118◦ 01′ 40.87” 2528 10 43 15 24.2 24.5 83.8 84.1 CW,
BBN

Hx5 34◦ 57′ 29.35” 117◦ 57′ 31.78” 2429 10 24 15 24.2 24.5 83.8 84.1 CW,
BBN

Hx6 34◦ 57′ 30.83” 117◦ 54′ 12.65” 2441 10 17 15 24.2 24.5 83.8 84.1 CW,
BBN

Nx1 34◦ 54′ 42.45” 117◦ 54′ 5.5” 2309 29 49 -30 14.1 12.9 -12.4 -13.6 CW,
BBN

MSL: Mean sea level
AGL: Above ground level
dBi: Decibel isotropic
dBm: Decibel referenced to 1 milliwatt
EIRP: Equivalent, isotropically radiated power. EIRP values accounted for estimated 1.5 dB line loss between amplifier and antenna
CW: Continuous wave
BBN: broad-band noise

B. SOP LTE eNodeB Layout

An SOP radio mapping campaign with MATRIX was conducted a month before DT NAVFEST to survey available
LTE eNodeBs in the area [77]. Since Edwards AFB is largely unpopulated, only two LTE eNodeBs (SOP 1 and
SOP 2) were hearable in the scheduled jamming area and were located at the same site, as shown in Fig. 13. The
eNodeBs were transmitting at high power to service large macrocells in the sparsely populated area. The eNodeBs
corresponded to two U.S. cellular providers, and they were transmitting on dual frequencies. The characteristics of
the two eNodeBs are summarized in Table II.

TABLE II

eNodeBs’ Characteristics

eNodeB Carrier frequency [MHz] NCell

ID
Cellular provider

1 751/2125 377 Verizon
2 731.5/2145 491 T-Mobile

C. Hardware Setup

The hardware setup used in the performed experiment included: (i) Septentrio GNSS-INS system and (ii) LTE
front-end, which are described next.

C.1 Septentrio GNSS-INS System

The Septentrio GNSS-INS system consists of: (i) a multi-frequency GNSS AsteRx-i V receiver, a tactical-grade
Vectornav VN-100 micro-electromechanical system (MEMS) IMU, and a dual-GNSS antenna system. AsteRx-i V
processes the dual antenna multi-frequency GNSS signals with IMU measurements to generate an accurate and
reliable position and orientation solution. Multi-GNSS antennas 1 and 2 were mounted on a wooden board that
was mounted on the roof of the vehicle and aligned with the vehicle’s main axis. Antenna-1, i.e., the main antenna,
was toward the back of the vehicle. Antenna-2, i.e., the auxiliary antenna, was toward the front of the vehicle. The
VN-100 IMU was mounted on the wooden board as well, with its x-axis pointing toward the front of the vehicle, the



y-axis pointing to the right of the vehicle (as seen from behind the vehicle), and the z-axis pointing downward. It
is worth noting that only GPS was jammed, while signals from other GNSS constellations (Galileo and GLONASS)
were available. The GNSS-INS system was used to obtain the vehicle’s ground truth trajectory by using signals from
the non-jammed GNSS constellations.

Edwards, CA

58 Highway

5 km

Fig. 12. DT NAVFEST GPS jamming layout. Map data: Google Earth.

C.2 LTE Front-End

The LTE front-end comprised: (i) a quad-channel universal software radio peripheral (USRP)-2955, (ii) two consumer-
grade 800/1900 MHz Laird cellular antennas [78], (iii) a PCIe cable, (iv) a laptop, and (v) a consumer-grade GPS
antenna to discipline the USRP’s onboard GPS-disciplined oscillator (GPSDO). The two Laird antennas were con-
nected to the USRP to capture impinging LTE signals, and the USRP was tuned to listen to two carrier frequencies
corresponding to the eNodeBs in Table II.



Fig. 13. SOP LTE eNodeB layout.

Fig. 14. Ground vehicle and hardware setup.

D. Software Setup

The software setup used in the performed experiment included: (i) Septentrio’s post-processing software development
kit and (ii) MATRIX, which are described next.

D.1 Septentrio PPSDK Tool

Septentrio’s post-processing software development kit (PP-SDK) was used to process GNSS observables collected
by the AsteRx-i V to obtain a GNSS-INS navigation solution. This integrated GNSS-INS system [73] was used to
produce the ground truth results with which the produced navigation solution was compared.



D.2 MATRIX: LTE-Module

The conducted experiment used the MATRIX SDR’s carrier-aided code phase-based LTE module to produce navi-
gation observables from received LTE signals. Fig. 15 shows the GUI front panel of the LTE module of MATRIX.

Data

Configuration

Fig. 15. GUI of the LTE module of the MATRIX SDR.

V. PNT EXPERIMENTAL RESULTS IN GPS-JAMMED ENVIRONMENT

Two experiments were conducted to study the behavior of SOPs in the presence of real GPS jamming and to assess
their potential as PNT sources. The results from each experiment are presented next.

A. Experiment 1: Stationary Receiver

Cellular CDMA BTSs and LTE eNodeBs are typically equipped with GPSDOs to meet the synchronization require-
ments set by the 3GPP [79]. Some opportunistic navigation frameworks exploit the resulting stability of cellular
SOPs’ clocks [59,61,80]. It is therefore important to evaluate the clock stability of cellular SOPs under GPS jamming
to determine their suitability in the opportunistic frameworks discussed in Section III.



A.1 Setup

The setup described in Subsections IV-C and IV-D was deployed outside of the jamming area to listen to the two
LTE eNodeBs (SOP 1 and SOP 2) located in an area affected by jamming. The J/S at the eNodeBs was around
60 dBs. During this experiment, the jammers were periodically turned on for 10 minutes, then turned off for 2
minutes. The MATRIX SDR sampled LTE signals synchronously at 10 Msps for 95 minutes on carrier frequencies
751 MHz and 731.5 MHz, which are frequencies allocated to U.S. cellular providers Verizon Wireless and T-Mobile,
respectively. Fig. 16 shows the setup of the first experiment.

Fig. 16. Experiment 1 setup. The setup discussed in Subsections IV-C and IV-D was deployed outside of the GPS-jammed area to listen
to the two SOPs located in an area where J/S was around 60 dB. Map data: Google Earth.

A.2 Results

The LTE signal samples were processed by the LTE module of MATRIX to produce pseudorange observables to the
two eNodeBs. Since both the eNodeBs and the receiver were stationary, the variations in the resulting pseudoranges
were mainly due to the relative clock biases between the eNodeBs and the receiver. Fig. 17(a) shows the time history
of the SOPs’ clock biases, which were obtained from their pseudoranges after subtracting the initial pseudorange
values. Note that a 5-minute dataloss occurred around the 35th minutes due to a hardware malfunction. After a short
initial transient due to the receiver’s GPSDO, the clock biases seem to stabilize. Moreover, both clock biases appear
to be driven by a common term, which is likely to be the receiver’s bias. To evaluate the relative stability between
the SOP biases, the difference of the biases (without subtracting their initial values) is plotted in Fig. 17(b), which
shows a stable difference around hovering around 1835 m. Fig. 17 does not show significant correlation between the
stability of the clock biases and the jamming window, leading to the conclusion that the LTE SOPs’ relative stability
is maintained for a period of more than an hour during GPS jamming. This could be attributed to either: (i) the
oscillators equipped on the towers are disciplined by other GNSS constellations or (ii) the free-running oscillators
remained stable during the jamming period.

B. Experiment 2: Mobile Receiver

A second experiment was conducted to demonstrate the radio SLAM framework with real LTE signals under real
GPS jamming. The experimental setup and results are discussed next.



Fig. 17. Experiment 1 results. (a) Time history of clock biases corresponding to SOP 1 and SOP 2. The initial pseudorange values
were subtracted. A hardware malfunction around the 35th minute caused a 5-minute dataloss. (b) Clock bias difference between SOP 1
and SOP 2, without subtracting the initial pseudoranges. The stable difference shows that the relative stability between LTE SOPs is
maintained for a period of more than an hour during GPS jamming.

B.1 Setup

In this experiment, a ground vehicle was driven in the East direction along the 58 Highway, shown in Fig. 12.
Over the course of the experiment, only one LTE eNodeB (SOP 1) was hearable at 751 MHz. LTE samples were
collected at 10 Msps for 8 minutes. The vehicle started west of the jamming area, and entered the jamming area
around 30 seconds after LTE signal collection started. Then, 10 seconds later, GPS signals became intermittent,
after which they were completely lost 10 seconds later. GPS became available again 130 seconds later. During this
experiment, the jammers were operating continuously. Two radio SLAM scenarios were considered: (i) the SOP
position was assumed to be fully known (from the prior mapping campaign) and (ii) the SOP position was assumed
to be unknown, (a prior with a large uncertainty was used). In both scenarios, an EKF was used to produce an
estimate of the receiver’s and SOP’s states from SOP pseudorange measurements. Statistical models were used to
propagate the receiver’s and SOP’s state estimates between GPS or SOP updates. The results are presented next.

B.2 Results

Results from a smartphone navigation application are provided first for comparison. Screenshots from Google Maps
running on an iPhone 8 during the ground vehicle’s trajectory are shown in Fig. 18. Essentially, the navigation
solution stopped updating, would sporadically jump around by hundreds of meters, and the blue “halo” representing
the estimated position uncertainty grew to a radius over 6 km.

Fig. 18. Screenshots from Google Maps on an iPhone 8 during Experiment 2. The uncertainty grew to a radius over 6 km.

In both radio SLAM scenarios, the receiver had access to GPS signals for the first 50 seconds only. For the SLAM
with known SOP position scenario, the SOP position was assumed to be fully known. The receiver’s 2-D position
RMSE was found to be 29.4 m with a final 2-D position error of 69.4 m. For the radio SLAM with unknown
SOP position scenario, the SOP initial position was poorly known. In particular, the SOP position was randomly
initialized around the true SOP position with an initial 2-D ±3σ radius of 3.3 km. For the random realization used



in the EKF, the initial SOP position error was 1.07 km. The receiver’s final 2-D position RMSE was found to be
32.2 m with a final 2-D position error of 84.5 m. Table III and Fig. 19 summarize the results of Experiment 2. For
comparison, a GPS-IMU solution was produced using Septentrio’s PPSDK tool for the same trajectory as the radio
SLAM scenarios. The receiver’s 2-D position RMSE was found to be 237.9 m from the GPS-IMU solution with a
final 2-D position error of 766.0 m.

TABLE III

Experiment 2 Results

Framework Receiver RMSE (m) Receiver final error (m) SOP final error (m)

Radio SLAM with
known SOP position

29.4 69.4 –

Radio SLAM with
unknown SOP position

32.2 84.5 5.2

GPS-IMU 237.9 766.0 –

VI. CONCLUSION

This paper justified why I am not afraid of the GPS jammer, as long as there are ambient SOPs to exploit in
the environment. This paper presented a radio SLAM approach that enables the exploitation of SOPs for resilient
and accurate navigation in environments where GPS signals are challenged (e.g., indoors and deep urban canyons)
or denied (e.g., under jamming and spoofing attacks). Radio SLAM could produce an SOP-derived navigation
solution in a standalone fashion or by fusing SOPs with sensors (e.g., IMU, lidar, etc.), digital maps, and/or other
signals (e.g., GNSS). The paper overviewed MATRIX, a cognitive SDR, which produces navigation observables from
terrestrial and space-based SOPs. The paper showcased the most accurate navigation results to-date with terrestrial
and space-based SOPs from LEO satellites in different environments and on different platforms: ground vehicles
in urban and deep urban canyons, aerial vehicles, and indoor pedestrian. Moreover, the the paper presented the
first ever published experimental results for navigation with SOPs in a GPS-denied environment. These experiments
took place at Edwards AFB, California, USA, during DT NAVFEST, in which GPS was intentionally jammed with
J/S as high as 90 dB. The results analyzed the clock stability of two cellular SOP LTE eNodeBs in the jammed
area, showing that the relative stability between the LTE SOPs is maintained for a period of more than an hour
during GPS jamming. Moreover, the results showcased a ground vehicle traversing a trajectory of about 5 km in 180
seconds in the GPS-jammed environment, during which a GPS-IMU system drifted from the vehicle’s ground truth
trajectory, resulting in a position RMSE of 238 m. In contrast, the radio SLAM approach with a single cellular LTE
SOP whose position was poorly known (an initial uncertainty on the order of several kilometers) achieved a position
RMSE of 32 m.
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Fig. 19. Experiment 2 layout and results for both scenarios: (i) fully known SOP position and (ii) unknown SOP position.
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ABSTRACT
A receiver architecture is proposed to jointly detect and track unknown beacons to extract navigation observables from fifth
generation (5G) new radio (NR) signals of opportunity and beyond. Unlike conventional opportunistic receivers which require
knowledge of the signal structure, particularly the reference signals (RSs), the proposed receiver requires knowledge of only
the RS period and carrier frequency of the signal. The transmitted RSs for private networks are unknown for an opportunistic
receiver. Moreover, to use the spectrum more efficiently, some of these RSs are only transmitted on demand in 5G NR, which
limits the existing opportunistic navigation frameworks to signals which are on always-on; hence, limiting the exploitable
RS bandwidth. To exploit the full available bandwidth and improve ranging accuracy, the proposed receiver is designed to
estimate all the RSs contained in the transmitted signals corresponding to multiple unknown sources. Navigation observables
(pseudorange and carrier phase) are subsequently derived from the estimated RSs. The proposed receiver operates in two stages:
(i) detection of unknown signals and (ii) tracking. The detection of unknown signals is modeled as a sequential detection
problem where the number of sources and their corresponding RSs and Doppler frequencies are unknown. The generalized
likelihood ratio (GLR) test for sequentially detecting active gNBs is used to estimate the number of sources and their RSs. In
order for the receiver to refine and maintain the Doppler and RS estimates provided by the acquisition stage, tracking loops are
used. The output of the tracking loops, namely carrier phase and code phase, are then used to estimate the receiver’s position.
Experimental results are presented demonstrating the capabilities of the proposed receiver with real 5G signals on ground and
aerial platforms, with an experiment showing the navigation results with real 5G signals on an unmanned aerial vehicle (UAV)
navigating using the proposed receiver over a 416 m trajectory with a position root mean-squared error (RMSE) of 4.35 m.

I. INTRODUCTION
To address the demands of emerging applications such as internet of things (IOT) and autonomous vehicles, fifith generation (5G)
has been developed, with a focus on features such as enhanced mobile broadband, ultra-reliable low-latency communications, and
massive machine type communications (Parkvall et al., 2020). Based on the performance requirements set by the international
telecommunication union (ITU), the third generation partnership project (3GPP) began 5G standardization in 2015 and released
its first specifications on a 5G system in June 2018, which included both the new air interface, known as new radio (NR), and
5G core network (5GC) (Takeda et al., 2020). One main characteristic of 5G signals is high data rate, which necessitates a
higher transmission bandwidth and more sophisticated multiplexing techniques. The scarcity of unlicensed spectrum in lower



frequencies called for using millimeter waves (mmWaves) for NR signal transmission (Baenke et al., 2020). The high path loss
of propagated mmWave signals can be compensated for by beamforming techniques and massive multiple-input multiple-output
(mMIMO) antenna structures (Giordani et al., 2019). Beamforming in 5G requires the knowledge of the user’s location, which
means that 5G-based positioning is not only an auxiliary service, but is essential for resource allocation and beamforming for
high data rate transmission (Fascista et al., 2019). Different types of positioning techniques have been evaluated by the 3GPP
in Release 15 and 16.

Cellular positioning techniques in the literature can be classified into network-based and opportunistic approaches (del Peral-
Rosado et al., 2018b; Kassas, 2021). Network-based approaches require two-way communication with the network and
the transmission of a pre-specified positioning reference signal (PRS) and some system parameters such as the number of
transmission antennas and the beamforming matrix. Network-based positioning capabilities in wireless communication systems
have been defined since 4G systems (del Peral-Rosado et al., 2018a). In a contrast to network-based approaches, in opportunistic
approaches, the user equipment (UE) estimates its position from downlink signals, without communicating back with the
network. As such, opportunistic approaches are more attractive than network-based approaches since: they (i) do not require
additional overhead or bandwidth, (ii) preserve the UE’s privacy, (iii) do not require paying subscription to the network, and
(iv) enable the UE to exploit signals from multiple cellular providers simultaneously, which improves the positioning accuracy.
Opportunistic navigation frameworks usually rely on the broadcast reference signals (RSs), which are used to derive direction-
of-arrival (DOA) and time-of-arrival (TOA) (Shamaei and Kassas, 2021a). These signals are known at the UE and are universal
across network operators. Hence, they can be exploited for positioning without the need for the UE to be a network subscriber.
In cellular long-term evolution (LTE) networks, several RSs, such as the cell-specific reference signal (CRS), are broadcast at
regular and known time intervals, regardless of the number of UEs in the environments. This always-on type of transmitted
RSs reduces the network’s energy efficiency and increases operational expenses and interference. One of the main features of
5G signals is ultra-lean transmission, which minimizes the transmission of always-on signals. For instance, CRS which used
to be an always-on RS in LTE, is not necessarily being continuously transmitted in 5G signals. Up until now, 5G opportunistic
navigation methods relied on the always-on signals, e.g., the primary and secondary synchronization signals (PSS and SSS,
respectively) and the physical broadcast channel (SS/PBCH) block, none of which use the entire signal bandwidth (Shamaei
and Kassas, 2021b).

This paper presents the cognitive opportunistic navigation (CON) framework originally presented in (Neinavaie et al., 2022b)
as a joint detection and tracking algorithm which develops a receiver architecture to simultaneously detect the active unknown
beacons in the environment, estimate the number of unknown beacons and their unknown RSs which are not necessarily
always-on, and exploit them to derive navigation observables. There are four main RSs in 5G signals: demodulation RSs,
phase tracking RSs, sounding RSs, and channel state information (CSI) RSs. These RSs are only transmitted on demand,
which limits the efficacy of conventional opportunistic navigation frameworks which rely on always-on RSs. For instance,
while the receiver proposed in (Shamaei and Kassas, 2021b) was the first 5G-based opportunistic navigation receiver, it relies
on the always-on SB/PBCH block. The downside of relying only on the SB/PBCH block is the limited bandwidth. Higher
signal bandwidth translates to more accurate TOA estimates. In order to exploit the full ranging accuracy achievable with 5G
signals, the CON receiver is designed to cognitively estimate the RSs present in the entire bandwidth and exploit them to obtain
navigation observables (pseudoranges and carrier phase). Not only the proposed receiver is capable of exploiting RSs which are
not always-on, but the cognitive nature of the proposed receiver enables opportunistic navigation with future communication
standards with unknown or partially known signal specifications. The proposed receiver architecture relies solely on the
periodicity of the RSs and requires very limited information about the 5G signal, namely it only assumes knowledge of the
frame duration and the carrier frequency. It should be pointed out that an energy detector can be used to provide an estimate of
the carrier frequency and using the current literature, e.g., the period estimator in (Conte et al., 2010), the frame duration can
also be estimated in a pre-processing stage.

The rest of the paper is organized as follows. Section II surveys related research. Section III describes the received baseband
signal model. Section IV presents the proposed proposed receiver architecture. Section V presents the experimental results.
Section VI gives concluding remarks.

II. RELATED WORK
1. Opportunistic Navigation
Over the past decade, opportunistic navigation has been demonstrated in the literature with different types of signals, also known
as signals of opportunity (SOPs). SOP examples include cellular (Gadka et al., 2019; Hong et al., 2021; Kazaz et al., 2022;
Lapin et al., 2022; Maaref and Kassas, 2022; Shamaei and Kassas, 2021a; Soderini et al., 2020; Souli et al., 2021b; Strandjord
et al., 2021; Wang and Morton, 2022; Xhafa et al., 2021), digital television (Hong et al., 2021; Souli et al., 2021a; Yang and
Soloviev, 2020), FM radio (Aziz and Allen, 2018; Chen et al., 2020; Psiaki and Slosman, 2022), and low-earth orbit (LEO)
satellite signals (Farhangian and Landry, 2020; Hartnett, 2022; Huang et al., 2022; Iannucci and Humphreys, 2022; Khalife et al.,
2022; Kozhaya and Kassas, 2022; Leng et al., 2016; Wei et al., 2020). Among terrestrial SOPs, cellular signals have attracted



considerable attention due to their desirable attributes, including: (i) large transmission bandwidth, (ii) high carrier-to-noise
ratio, and (iii) desirable geometric diversity. Cellular SOPs have been demonstrated to yield meter-level accuracy in urban and
indoor environments experiencing severe multipath (Abdallah and Kassas, 2021; Dun et al., 2020; Jao et al., 2022; Wang and
Morton, 2020; Wang and Morton, 2020; Wang et al., 2022; Whiton et al., 2022) and sub-meter-level positioning accuracy on
unmanned aerial (UAVs) (Khalife and Kassas, 2022a,b).

Nevertheless, the aforementioned approaches relied on the knowledge of a subset of the RSs transmitted by the SOP. These
methods would fail if (i) the receiver enters an unknown SOP environment where the number of active SOPs and their
corresponding RSs are unknown, or (ii) some signal parameters change due to the dynamic nature of wireless protocols. This
paper addresses these issues by estimating all available RSs within the SOP with minimal prior knowledge.

2. Positioning with 5G Signals
The characteristics of mmWave signals were evaluated for positioning in (Wymeersch et al., 2017). Cramér-Rao lower bounds
(CRLBs) of the direction-of-departure (DOD), DOA, and TOA for both uplink and downlink mmWave signals were derived in
(Abu-Shaban et al., 2018; Abu-Shaban et al., 2018), showing sub-meter positioning error, and sub-degree orientation error. To
exploit the sparsity of mmWave channels, tools relying on compressed sensing were proposed in (Lee et al., 2014),(Yacong,
2018) to estimate DOD, DOA, and TOA of the UE, showing sub-meter level position error via simulation results. The DOD and
UE’s position were estimated in a two stage Kalman filter using the signal strength from multiple base stations in (Rastorgueva-
Foi et al., 2018), which yielded sub-meter-level three-dimensional (3-D) position accuracy. The joint estimation of the position
and orientation of the UE, as well as the location of reflectors or scatterers in the absence of the line-of-sight (LOS) path were
considered in (Mendrzik et al., 2018), showing less than 15 m position RMSE and less than 7 degree orientation RMSE. A
two-way distributed localization protocol was proposed in (Abu-Shaban et al., 2018) to remove the effect of the clock bias in
TOA estimates. In (Fascista et al., 2019), a positioning method for multiple-output single-input systems was proposed, where
the DOD and TOA of the received signal were used to localize a UE. In (Ma et al., 2020), estimation of signal parameters
via rotational invariant techniques (ESPRIT) was used to estimate the DOA and DOD of the signal. Experimental results in
(Abdallah and Kassas, 2022) showed meter-level navigation using TOA estimates from 5G signals. The results presented therein
rely only on the PSS and SSS for TOA estimation. It is shown that the proposed receiver yields a narrower RS autocorrelation
function, which translates to more accurate TOA estimates. Moreover, the proposed receiver architecture can be readily adapted
to any type of signal containing periodic RSs.

3. Detection of Unknown Signals in the Presence of Noise and Interference
The acquisition stage of the proposed receiver is modeled as a sequential matched subspace detection problem, which comprises
estimating the number of gNBs, an initial estimate of normalized Doppler, and an initial estimate of the RSs. The detection
problem of an unknown source in the presence of other interfering signals falls into the paradigm of matched subspace
detectors which has been widely studied in the classic detection literature (Gini and Farina, 2002; Kraut et al., 2001; Scharf
and Friedlander, 1994). Matched subspace detectors are used frequently in the signal processing literature, e.g., in source
localization in multiple-input multiple-output (MIMO) radars (Korso et al., 2012) , passive bistatic radar (Zaimbashi et al.,
2013), and navigation with unknown signals (Neinavaie et al., 2022a,b). In the navigation literature, detection of unknown
signals has been studied to design frameworks which are capable of navigating with unknown or partially known signals. The
problem of detecting Galileo and Compass satellites signals was studied in (Gao, 2008), which revealed the spread spectrum
codes for these satellites. Preliminary experiments on navigation with partially known signals from low and medium Earth
orbit satellites were conducted in (Khalife et al., 2021, 2022; Merwe et al., 2020; Neinavaie et al., 2021, 2022a). While these
approaches yielded useful insights, they exploited signals that have a simpler structure compared to 5G. In (Neinavaie et al.,
2022b), using the concept of matched subspace detection, a full receiver architecture is derived, analyzed and tested with real
5G signals. It was shown that the proposed receiver was capable of detecting the number of active gNBs, along with their
corresponding RSs and Doppler frequencies with only the prior knowledge of the frame duration and the carrier frequency.

III. RECEIVED BASEBAND SIGNAL MODEL
As it was mentioned previously, the SS/PBCH block is not transmitted on the whole signal’s bandwidth. Therefore, methods
which only rely on SS/PBCH block, cannot exploit the full ranging accuracy that can be achieved by 5G signals. Other periodic
RSs are not necessarily always-on and the cognitive receiver should be able to exploit them to be able to achieve the available
ranging accuracy. In this paper, with a focus on exploiting navigation observables using the RSs in the entire 5G bandwidth,
the 5G NR signal is modeled as an unknown periodic signal in the presence of interference and noise. If an RS is being
periodically transmitted, it will be detected by the receiver, estimated, and used to derive navigation observables. The estimated
RS will involve an estimation of always-on signals such as the SSs and any other active reference signal that is being periodically
transmitted. It will be shown experimentally in section V that the exploited bandwidth by the proposed cognitive method is



larger than that of the method which only relies on always-on signals. The received base-band signal model can be expressed as

r[n] =
N∑
i=1

αici[τn − tsi [n]] exp (jθi[τn])

+ di[τn − tsi [n]] exp (jθi[τn]) + wi[n], (1)

where r[n] is the received signal at the nth time instant; αi is the complex channel gain between the UE and the ith gNB; τn is
the sample time expressed in the receiver time; N is the number of gNBs; ci[n] is the periodic RS with a period of L samples;
tsi [n] is the code-delay corresponding to the UE and the ith gNB at the nth time instant; θi[τn] = 2πfDi

[n]Tsn is the carrier
phase in radians, where fDi

[n] is the Doppler frequency at the nth time instant and Ts is the sampling time; di[τn] represents the
samples of some data transmitted from the ith gNB; and wi[n] is zero-mean independent and identically distributed noise with
E {wi[m]wi[n]} = σ2

wi
δ[m−n], where δ[n] is the the Kronecker delta function. The desired RS from the ith gNB is defined as

si[n] ≜ αici[τn − tsi [n]] exp (θi[τn]) , (2)

and the equivalent noise is
weqi

[n] = di[τn − tsi [n]] exp (θi[τn]) + wi[n]. (3)

Hence, the system model can be rewritten as

r[n] =

N∑
i=1

si[n] + weqi
[n]. (4)

It should be noted that due to the periodicity of the RS, assuming a constant Doppler in the processing time, i.e., fDi [n] = fDi ,
the desired RS has the following property

si[n+mL] = s[n] exp (jωimL) 0 ≤ m ≤ L− 1, (5)

where ωi = 2πfDi
Ts is the normalized Doppler, and − 1

2 ≤ ωi ≤ 1
2 . The acquisition stage will estimate si[n] and the estimation

of si[n] will be used at the receiver to obtain the navigation observables.

Definition: The coherent processing interval (CPI) is defined as the time interval during which the Doppler, delay, and channel
gains are considered to be constant.

One can form a vector of L observation samples corresponding to the kth period of the signal as

yk ≜ [r[(k − 1)L+ 1], r[(k − 1)L+ 2], . . . , r[kL]]T. (6)

Considering a CPI of length K × L samples, the observation vector is constructed as y = [yT
1 ,y

T
2 , . . . ,y

T
K ]T. Therefore,

y =

N∑
i=1

Hisi +weqi
, (7)

where si = [si[1], si[2], . . . , si[L]], weqi
is the equivalent noise vector corresponding to the ith source, and the KL×L Doppler

matrix corresponding to the ith source is defined as

Hi ≜ [IL, exp (jωiL) IL, . . . , exp (jωi(K − 1)L) IL]
T, (8)

where IL is an L× L identity matrix.

IV. PROPOSED RECEIVER STRUCTURE
This section presents the structure of the proposed receiver. The proposed receiver consists of two main stages: (i) acquisition
and (ii) tracking. Each of these stages are discussed in details next.



1. Acquisition
In this paper, the acquisition stage is modeled as a sequential matched subspace detection problem. The acquisition stage
comprises estimating the number of gNBs, an initial estimate of normalized Doppler, and the RSs, i.e., N , ωi, and si,
respectively. At each step of the acquisition, a test is performed to detect the most powerful gNB when the subspace of the
previously detected gNBs are nulled. In the following subsection, matched subspace detection is overviewed and the hypothesis
test for detection of multiple gNBs is formulated.

a) Matched Subspace Detector
As it was mentioned previously, in the first step of the proposed sequential algorithm, the presence of a single gNB is tested and
if the null hypothesis is accepted, then N̂ ≡ 0, which means that no gNB is detected to be present in the environment under
the test. If the test rejects the null hypothesis, the algorithm verifies the presence of at least one source and performs the test to
detect the presence of other gNBs in the presence of the previously detected gNBs. The unknown Doppler and the RS of each
gNBs are estimated at each step. In general, if the null hypothesis at the ith level of the sequential algorithm is accepted, the
algorithm is terminated and the estimated number of gNBs will be N̂ = i− 1.

In order to test the presence of si, at the ith stage of the acquisition algorithm, the observation vector can be written as

y = Hisi +Bi−1θi−1 +weqi
, (9)

Bi−1≜ [H1,H2, . . . ,Hi−1], θi−1≜ [sT1 , s
T
2 , . . . , s

T
i−1]

T. (10)

The following binary hypothesis test is used to detect the ith gNB:{
Hi

0 : y = Bi−1θi−1 +weqi

Hi
1 : y = Hisi +Bi−1θi−1 +weqi

.
(11)

For a given set of Doppler frequencies, Wi = {ω1, ω2, . . . , ωi}, the GLR at the ith stage is derived as (Neinavaie et al., 2022b)

Li(y|Wi) =
yHPsiy

yHP⊥
Bi−1

P⊥
siP

⊥
Bi−1

y
, (12)

where yH is the Hermitian transpose of y, PX ≜ X(XHX)−1XH, denotes the projection matrix to the column space of X, and

P⊥
X ≜ I−X

(
XHX

)
XH, (13)

denotes the projection matrix onto the space orthogonal to the column space of X, and si = P⊥
Bi−1

Hi.

The reader is referred to (Scharf and Friedlander, 1994) for further interpretations of matched subspace detectors.

The ML estimate of ω̂i, is obtained by maximizing the likelihood function under Hi
1 which yields

ω̂i = argmax
ωi

∥HH
i P

⊥
Bi−1

y∥2, (14)

and is used to construct P̂Bi−1
, Ĥi, and λ̂i. For a known ωi, the least squares (LS) estimate of the ith source, i.e., si, is given by

ŝi =
1

λi
HH

i P
⊥
Bi−1

y, (15)

2. Tracking
After obtaining coarse estimates of the Doppler frequencies and estimates of the RSs in the acquisition step, the receiver refines
and maintains these estimates. Specifically, phase-locked loops (PLLs) are employed to track the carrier phases of the detected
RSs and carrier-aided delay-locked loops (DLLs) are used to track the RSs’ code phases. The details of the tracking loops are
presented in (Neinavaie et al., 2022b).



V. EXPERIMENTAL RESULTS
This section validates the proposed proposed receiver experimentally. To this end, three experiments are conducted: (i) an
experiment on a ground vehicle with real 5G NR signals, (ii) and an experiment on UAV with real 5G NR signals. The objective
of these experiments are to: (i) evaluate the acquisition and tracking performance of the proposed receiver, (ii) demonstrate the
capability of detecting multiple sources transmitting on the same carrier frequency, (iii) and showcase the navigation solution
obtained via the proposed receiver.

1. Real 5G Signals: Comparison with a Conventional 5G Receiver on a Ground Vehicle
The first experiment aims to compare the acquisition and tracking performance of the proposed receiver with the conventional
5G receiver (Shamaei and Kassas, 2021b) which only relies on the always-on RSs. The experimental setup and results for the
experiment with real 5G NR signals are discussed next.

a) Experimental Setup and Environmental Layout
In this experiment, a ground vehicle was equipped with a quad-channel National Instrument (NI) universal software radio
peripheral (USRP)-2955 and four consumer grade 800/1900 MHz cellular antennas to sample 5G signals near Fairview Road in
Costa Mesa, California, USA. Only one channel from the USRP was used and was tuned to a 872 MHz carrier frequency, which
is a 5G NR frequency allocated to the U.S. cellular provider AT&T. The sampling rate was set to 10 Mega-samples per second
(MSps) and the sampled 5G signals were stored on a laptop for post-processing. In order to obtain ground-truth, the vehicle was
equipped with a Septentrio AsteRx-i V GNSS-aided inertial navigation system (INS), which is a dual antenna, multi-frequency
GNSS receiver with real-time kinematics (RTK) capabilities. The GNSS receiver is coupled with a Vectornav VN-100 micro
electromechanical systems (MEMS) inertial measurement unit (IMU) to estimate the position and orientation of the ground
vehicle at a rated horizontal accuracy of 0.6 cm in clear sky conditions (RTK performance). The vehicle traversed a trajectory
of 4.1 km in 315 seconds. The acquisition results are presented next.

b) Acquisition Results
The recorded 5G signals were processed in two ways for comparison: (i) using the proposed proposed receiver and (ii) using
the conventional 5G receiver proposed in (Shamaei and Kassas, 2021b). The conventional 5G receiver detected 1 gNB with an
initial Doppler frequency of -7.2 Hz. Note that the limited number of gNBs was expected as 5G gNBs are sparsely deployed at
the present time. The location of the gNB was mapped prior to the experiment. Next, the signal acquisition stage was applied
to detect the ambient 5G gNB. The detection threshold was set such that Pfa = 10−4, which yielded η = 1.008, K was set to
40, and Tsub was set to 20 ms. Doppler estimation was performed by searching for the maximizer of the likelihood function
according to (14) with a step size of 1 Hz. The acquisition stages in the proposed receiver is shown in Fig. 1.
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Figure 1: Acquisition stages in the proposed receiver for 5G NR signals on a ground vehicle showing the likelihood function at each stage
and the detected and nulled sources. The DC component, i.e., at zero Doppler frequency, was nulled as it was saturating the detector.

c) Tracking Results
After acquiring the Doppler and the RSs, the tracking loops are initialized and the signal is tracked. Fig. 2 show the resulting
Doppler frequency and delay, expressed in meters, obtained using the proposed and conventional receivers. As it can be seen in
Fig. 2(b) the estimated delays for the proposed and the conventional receivers are slightly drifting away from the ground-truth
which is due to the clock drifts. The effect of clock drift is considered in the carrier phase model (see equation (16)). Note that
the initial value of the delays were subtracted out to facilitate comparison. The Doppler and delay RMSE values were calculated
from ground-truth for both receivers and are summarized in Table 1, which shows that the proposed receiver outperforms the
conventional one.

One main reason behind proposed performing better than a conventional 5G receiver is the fact that the latter exploits the RSs in
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Figure 2: (a) Doppler tracking and (b) delay tracking results for the 5G NR ground vehicle experiment. The ground-truth is calculated
according to the true position of the vehicle and the gNBs.

the entire bandwidth, making the bandwidth of the estimated RS higher than the RSs used in the conventional receiver, mainly
the PSS and SSS. Fig. 3 illustrates this showing a narrower normalized autocorrelation function of the RS estimated with the
proposed receiver compared to that of a 5G PSS.

Table 1: Delay and Doppler RMSE for the proposed and conventional receivers.
Delay RMSE (m) Doppler RMSE (Hz)

Conventional 24.3 3.66
proposed 21.88 2.28
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Figure 3: Normalized autocorrelation function of the RS estimated with the proposed receiver compared to that of a 5G PSS.

2. Real 5G signals: The First Navigation Results on a UAV
The second experiment aims to find a navigation solution on a UAV using the proposed receiver. To the best of author’s
knowledge this is the first navigation results with real 5G signals on a UAV.

a) Experimental Setup and Environment Layout
In this experiment, the navigator was an Autel Robotics X-Star Premium UAV equipped with a single-channel Ettus 312 USRP
connected to a consumer-grade 800/1900 MHz cellular antenna and a small consumer-grade GPS antenna to discipline the
on-board oscillator. The cellular receivers were tuned to the cellular carrier frequency 632.55 MHz, which is a 5G NR frequency
allocated to the U.S. cellular provider T-Mobile. Samples of the received signals were stored for off-line post-processing. The
ground-truth reference trajectory was taken from the on-board Ettus 312 USRP GPS solution. The UAV traversed a trajectory
of 416 m. Fig. 4 shows the environment layout and the vehicle trajectory. The acquisition results are presented next.

b) Acquisition Results
Next, the signal acquisition stage was applied to detect the ambient 5G gNBs. The proposed receiver detected 2 gNBs with initial
Doppler frequencies of 3.5 Hz and 11.5 Hz. The location of the gNBs was mapped prior to the experiment. The acquisition
stages in the proposed receiver are shown in Fig. 5.
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Figure 4: Environment layout and UAV trajectory for the 5G NR UAV experiment
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Figure 5: Acquisition stages in the proposed receiver for 5G NR signals on a UAV showing the likelihood function at each stage and the
detected and nulled sources. The DC component, i.e., at zero Doppler frequency, was nulled as it was saturating the detector.

c) Tracking Results
After acquiring the Doppler and the RSs, the tracking loops are initialized and the signal is tracked. Fig. 6 shows the resulting
Doppler frequencies and delays, expressed in meters, obtained using the proposed receiver.

d) Navigation Solution
In the following, it is assumed that (i) the UAV’s altitude is known at all time and (ii) the UAV has an estimate of its position at
time-step k0, prior to navigating with 5G signals. The carrier phase to the i-th gNB zi(k) at time-step k expressed in meters
can be modeled as

zi(k) = ∥rr(k)− rsi∥+ cδtr(k)− cδtsi + vi(k), (16)

where rr and rsi are the three-dimensional (3–D) position vectors of the UAV-mounted receiver and the i-th gNB, respectively;
c is the speed of light; δtr is the UAV-mounted receiver’s clock bias; δtsi models the i-th gNB’s clock bias and carrier phase
ambiguity; and vi(k) is the measurement noise, which is modeled as a zero-mean Gaussian random variable with variance σ2

i
(Shamaei and Kassas, 2019). Note that since the UAV’s altitude is known, e.g., using an altimeter, only its two-dimensional
(2–D) position is estimated. The time reference for the transmitter and receiver clocks is chosen such that δtr(k0) = 0. Using
the position estimate at k0 and the fact that δtr(k0) = 0, the gNBs clock biases can be estimated from zi(k0) resulting in the
estimate δ̂tsi . Next, define the corrected carrier phase measurement z̄i(k) ≜ zi(k) + δ̂tsi which can be approximated as

z̄i(k) ≈ ∥rr(k)− rsi∥+ cδtr(k) + vi(k), ∀ k > k0. (17)

Subsequently, the corrected carrier phase measurements were fed to an extended Kalman filter (EKF) to solve the state vector

x(k) ≜
[
rTr (k), ṙ

T
r (k), cδtr(k), cδ̇tr(k)

]T
, where ṙr(k) is the UAV’s 2–D velocity vector and δ̇tr(k) is the receiver’s clock



0 10 20 30 40 50 60 70 80 90
Time (s)

(a)

-20

-10

0

10

20

D
op

pl
er

 (H
z)

Doppler time history

Ground-truth gNB 1
Ground-truth gNB 2

CON gNB 1
CON gNB 2

0 10 20 30 40 50 60 70 80 90
Time (s)

(b)

-60

-40

-20

0

20

D
el

ay
 (m

)

Delay time history

Figure 6: (a) Doppler tracking and (b) delay tracking results for the UAV 5G experiment. The ground-truth is calculated according to the true
position of the vehicle and the gNBs.

drift. A nearly constant velocity model was used for the UAV’s position and velocity dynamics, and a standard double integrator
driven by process noise was used to model the clock bias and drift dynamics (Kassas, 2021). As such, the discrete-time
dynamics model of x are given by x(k + 1) = Fx(k) + w(k), where F is the state transition matrix obtained according to
(Kassas, 2021) and w(k) is the process noise vector, which is modeled as a zero-mean Gaussian random vector with covariance
matrix Q obtained according to (Kassas, 2021). The UAV’s x, y acceleration process noise spectra in the nearly constant
velocity model were set to qx = qy = 10 m2/s5, and the receiver’s clock process noise was chosen to be that of a typical
temperature-compensated crystal oscillator (TCXO) (Kassas, 2021). Note that rr(k) is expressed in an East-North-Up (ENU)
frame centered at the UAV’s true initial position. The EKF state estimate was initialized at x̂ = 06×1 with an initial covariance
of Σ = 4 · I6×6. The measurement noise covariance was set to R = 2 · I2×2. The position RMSE of the UAV was calculated
to be 4.35 m with the aforementioned parameters. The true and estimated UAV trajectories are shown in Fig. 7.

Ground-truth
Trajectories

CON Receiver

Position RMSE: 4.35 m
Total traversed trajectory: 416 m

Figure 7: Ground-truth and estimated trajectories using proposed receiver for 5G NR signals on a UAV. The proposed receiver yielded a UAV
position RMSE of 4.35 m. Map data: Google Earth.

VI. CONCLUSION
A joint detection and tracking method was proposed to extract navigation observables from 5G signals, without requiring
knowledge of the 5G RSs. To exploit the full ranging accuracy that can be achieved with 5G signals, the proposed receiver was
designed to estimate the RSs from multiple 5G gNBs and exploit them for navigation purposes. The acquisition stage of the
receiver was modeled as a sequential detection problem. The GLR test was used to sequentially estimate the number of active
gNBs, their RSs, and Doppler frequencies. Tracking loops were also designed in order to refine and maintain the estimates
provided by the acquisition stage. Extensive experimental results were presented demonstrating the capabilities of the proposed
receiver with real 5G signals on ground and aerial platforms. On a ground vehicle, it was demonstrated that the proposed
receiver yields a reduction of 10% and 37.7% in the estimated delay and Doppler RMSE, respectively, over that achieved with a
conventional opportunistic navigation 5G receiver. On a UAV, it was demonstrated that the proposed receiver enables the UAV
to navigate over 416 m trajectory with 5G NR gNBs, achieving a position RMSE of 4.35 m.
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Merwe, J., Bartl, S., O’Driscoll, C., Rügamer, A., Förster, F., Berglez, P., Popugaev, A., and Felber, W. (2020). GNSS sequence
extraction and reuse for navigation. In Proceedings of ION GNSS+ Conference, pages 2731–2747.

Neinavaie, M., Khalife, J., and Kassas, Z. (2021). Blind Doppler tracking and beacon detection for opportunistic navigation
with LEO satellite signals. In Proceedings of IEEE Aerospace Conference, pages 1–8.

Neinavaie, M., Khalife, J., and Kassas, Z. (2022a). Acquisition, Doppler tracking, and positioning with Starlink LEO satellites:
First results. IEEE Transactions on Aerospace and Electronic Systems, 58(3):2606–2610.

Neinavaie, M., Khalife, J., and Kassas, Z. (2022b). Cognitive opportunistic navigation in private networks with 5G signals and
beyond. IEEE Journal of Selected Topics in Signal Processing, 16(1):129–143.

Parkvall, S., Blankenship, Y., Blasco, R., Dahlman, E., Fodor, G., Grant, S., Stare, E., and Stattin, M. (2020). 5G NR release
16: Start of the 5G evolution. IEEE Communications Standards Magazine, 4(4):56–63.



Psiaki, M. and Slosman, B. (2022). Tracking digital FM OFDM signals for the determination of navigation observables.
NAVIGATION, Journal of the Institute of Navigation, 69(2).

Rastorgueva-Foi, E., Costa, M., Koivisto, M., Leppanen, K., and Valkama, M. (2018). User positioning in mmw 5G networks
using beam-RSRP measurements and Kalman filtering. In Proceedings of International Conference on Information Fusion,
pages 1–7.

Scharf, L. and Friedlander, B. (1994). Matched subspace detectors. IEEE Transactions on signal processing, 42(8):2146–2157.

Shamaei, K. and Kassas, Z. (2019). Sub-meter accurate UAV navigation and cycle slip detection with LTE carrier phase. In
Proceedings of ION GNSS Conference, pages 2469–2479.

Shamaei, K. and Kassas, Z. (2021a). A joint TOA and DOA acquisition and tracking approach for positioning with LTE signals.
IEEE Transactions on Signal Processing, pages 2689–2705.

Shamaei, K. and Kassas, Z. (2021b). Receiver design and time of arrival estimation for opportunistic localization with 5G
signals. IEEE Transactions on Wireless Communications, 20(7):4716–4731.

Soderini, A., Thevenon, P., Macabiau, C., Borgagni, L., and Fischer, J. (2020). Pseudorange measurements with LTE physical
channels. In Proceedings of ION International Technical Meeting, pages 817–829.

Souli, N., Kolios, P., and Ellinas, G. (2021a). Online relative positioning of autonomous vehicles using signals of opportunity.
IEEE Transactions on Intelligent Vehicles, pages 1–1.

Souli, N., Makrigiorgis, R., Kolios, P., and Ellinas, G. (2021b). Real-time relative positioning system implementation employing
signals of opportunity, inertial, and optical flow modalities. In Proceedings of International Conference on Unmanned Aircraft
Systems, pages 229–236.

Strandjord, K., Morton, Y., and Wang, P. (2021). Evaluating the urban signal environment for GNSS and LTE signals. In
Proceedings of ION GNSS+ Conference, pages 2166–2182.

Takeda, K., Xu, H., Kim, T., Schober, K., and Lin, X. (2020). Understanding the heart of the 5G air interface: An overview of
physical downlink control channel for 5G new radio. IEEE Communications Standards Magazine, 4(3):22–29.

Wang, P. and Morton, Y. (2020). Multipath estimating delay lock loop for LTE signal TOA estimation in indoor and urban
environments. IEEE Transactions on Wireless Communications, 19(8):5518–5530.

Wang, P. and Morton, Y. (2020). Performance comparison of time-of-arrival estimation techniques for LTE signals in realistic
multipath propagation channels. NAVIGATION, Journal of the Institute of Navigation, 67(4):691–712.

Wang, P. and Morton, Y. (2022). Impact analysis of inter-cell interference in cellular networks for navigation applications. IEEE
Transactions on Aerospace and Electronic Systems. accepted.

Wang, P., Wang, Y., and Morton, J. (2022). Signal tracking algorithm with adaptive multipath mitigation and experimental
results for LTE positioning receivers in urban environments. IEEE Transactions on Aerospace and Electronic Systems,
58(4):2779–2795.

Wei, Q., Chen, X., and Zhan, Y. (2020). Exploring implicit pilots for precise estimation of LEO satellite downlink Doppler
frequency. IEEE Communications Letters, 24(10):2270–2274.

Whiton, R., Chen, J., Johansson, T., and Tufvesson, F. (2022). Urban navigation with LTE using a large antenna array and
machine learning. In Proceedings of IEEE Vehicular Technology Conference, pages 1–5.

Wymeersch, H., Seco-Granados, G., Destino, G., Dardari, D., and Tufvesson, F. (2017). 5G mmWave positioning for vehicular
networks. IEEE Wireless Communications, 24(6):80–86.
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ABSTRACT
A receiver capable of estimating the Doppler and azimuth direction-of-arrival (DOA) of Iridium NEXT low Earth orbit (LEO)
signals of opportunity (SOPs) is presented. The proposed receiver operates in three stages: (i) Fast Fourier Transform (FFT)-
based Doppler acquisition, (ii) Kalman filter (KF)-based Doppler tracking, and (iii) Doppler-compensated MUltiple SIgnal
Classification (MUSIC)-based algorithm for DOA tracking. Experimental results are presented demonstrating successful
tracking of the Doppler frequency and azimuth DOA of an Iridium NEXT LEO satellite, achieving a Doppler root mean square
error (RMSE) of 8.1 Hz over 120 seconds and an azimuth DOA RMSE of 1.04 degrees over 60 seconds. The Doppler and
azimuth DOA measurements are fused via an extended Kalman filter (EKF) to localize a stationary receiver. Starting with an
initial estimate 7 km away from the true receiver’s position, the Doppler-only measurements yielded a final positioning error of
656.m, while the Doppler and azimuth DOA measurements reduced the error to 289.5 m.

I. INTRODUCTION
Over the past decade, the tremendous potential of signals of opportunity (SOPs) for navigation has been unveiled (Raquet et al.,
2021; Souli et al., 2021; Fokin and Volgushev, 2022; Kassas et al., 2022). SOPs include cellular (Wang and Morton, 2023; Liu
et al., 2023; Tian et al., 2023; Kassas and Abdallah, 2023), FM radio (Moghtadaiee and Dempster, 2014; Aziz and Allen, 2018;
Chen et al., 2020; Psiaki and Slosman, 2019), digital television (Yang and Soloviev, 2020; Hong et al., 2021; Souli et al., 2022;
Jiao et al., 2023), low Earth orbit (LEO) satellites (Jardak and Jault, 2022; Huang et al., 2022; Zhao et al., 2023; Kassas et al.,
2023a), and geostationary Earth orbit (GEO) satellites (Gao et al., 2021).



Among terrestrial SOPs, the most accurate navigation results have been demonstrated with cellular signals, achieving meter-level
accuracy on ground vehicles (Soderini et al., 2020; Yang et al., 2022; Maaref and Kassas, 2022; Lapin et al., 2022) and sub-
meter-level accuracy on unmanned aerial vehicles (UAVs) (Khalife and Kassas, 2023). Different techniques have been studied
for cellular-based navigation. In (Shamaei et al., 2018; Shamaei and Kassas, 2021a), a long-term evolution (LTE) receiver
was proposed, where the direction-of-arrival (DOA) and time-of-arrival (TOA) were jointly estimated, showing sub-meter-level
positioning accuracy with 5 LTE eNodeBs. TOA estimates from real fifth generation (5G) signals showed meter-level ranging
accuracy (Shamaei and Kassas, 2021b). Cramer-Rao lower bounds (CRLBs) of the direction-of-departure (DOD), DOA, and
TOA for both uplink and downlink millimeter wave (mmWave) signals were derived in (Abu-Shaban et al., 2018), showing
sub-meter positioning error, and sub-degree orientation error. To exploit the sparsity of mmWave channels, compressed sensing-
based framework were proposed in (Lee et al., 2014) to estimate DOD, DOA, and TOA of the user equipment (UE), showing
sub-meter-level position error via numerical simulation. The joint estimation of the position and orientation of the UE, as well
as the location of reflectors or scatterers in the absence of the line-of-sightg (LOS) path were considered in (Mendrzik et al.,
2018), showing less than 15 m position root-mean squared (RMSE) and less than 7 degrees orientation RMSE. The DOD
and UE’s position were estimated in a two-stage Kalman filter (KF) using the signal strength from multiple base stations in
(Rastorgueva-Foi et al., 2018), which yielded sub-meter-level three-dimensional (3-D) position accuracy. In (Fascista et al.,
2019), a positioning method for multiple-output single-input systems was proposed, where the DOD and TOA of the received
signal were used to localize a UE. In (Ma et al., 2020), estimation of signal parameters via rotational invariant techniques
(ESPRIT) was used to estimate the DOA and DOD of the signal.

LEO satellite SOPs have attracted considerable attention in recent years (Prol et al., 2022; Hartnett, 2022; Shi et al., 2023), due
to their desirable characteristics for navigation: (i) compared with global navigation satellite systems (GNSS) which reside in
medium Earth orbit (MEO), LEO satellites are about twenty times closer to Earth, which could result in higher received signal
power; (ii) there are thousands of satellites in LEO, and it is expected that tens of thousands more space vehicles (SVs) will
be deployed into LEO in the upcoming decade, which could provide more coverage and availability compared with terrestrial
SOPs; and (iii) LEO SVs are deployed in different orbits and transmit in a wide range of frequency bands, providing both spatial
and spectral diversity.

The potential of LEO signals for navigation have been the subject of several recent studies (Leng et al., 2016; Wei et al., 2020;
Psiaki, 2021). Orbcomm LEO satellite signals were exploited for stationary receiver positioning in (Khalife and Kassas, 2019)
and UAV navigation in (Khalife et al., 2020; Kozhaya and Kassas, 2022). Iridium NEXT LEO satellites were exploited for
stationary receiver positioning in (Tan et al., 2019a) and aerial vehicle navigation in (Benzerrouk et al., 2019). Orbcomm and
Iridium NEXT LEO satellites were jointly exploited for stationary receiver positioning in (Farhangian and Landry, 2020; Orabi
et al., 2021) and for ground and aerial vehicle navigation in (Farhangian et al., 2021). Starlink signals were first acquired,
tracked, and exploited for stationary receiver positioning in (Khalife et al., 2022). Ground vehicle navigation with Starlink,
Orbcomm, and Iridium NEXT was first demonstrated in (Kassas et al., 2021). OneWeb signals were first acquired and tracked
in (Kozhaya et al., 2023) and were used alongside Starlink, Orcomm, and Iridium for stationary receiver positioning, while
ground vehicle navigation with these four constellations was demonstrated in Kassas et al. (2023b).

Nevertheless, all the aforementioned work relied on either the Doppler frequency or the carrier phase for positioning and
navigation. While DOA estimation for positioning with terrestrial SOPs has been the subject of many studies (Pan et al., 2022),
DOA estimation from LEO SOPs has not received similar attention. In (Islam et al., 2021), Doppler and DOA estimation of
satellites in the UHF and VHF bands were studied. Using an L-shaped antenna array, DOA was estimated using the interferometer
and MUltiple SIgnal Classification (MUSIC) techniques. The developed DOA estimation method was implemented only for
amplitude shift keying (ASK) modulated signals, and in the UHF and VHF bands. In (Thompson et al., 2021), by incorporating
the DOA, a differenced Doppler positioning method was proposed to address the issue of lack of knowledge about the precise
location of satellites. DOA was estimated at the stationary base and shared with the roving receiver to derive the geometry
matrix to eliminate the need for information about SVs’ states. The simulation results showed that the DOA measurements
should be very accurate to enable acceptable position estimation in case only a single LEO satellite is used. This work did not
study how to estimate DOA of LEO SVs. In this paper, a Doppler compensated-aided MUSIC framework is proposed to track
the azimuth DOA of the signals coming from Iridium NEXT satellites. To the authors’ knowledge, this is the first study to
consider joint Doppler and azimuth DOA tracking of Iridium NEXT LEO satellite SOPs for positioning.

Iridium NEXT LEO signals consist of multiple channels, namely, the ring alart (RA), paging channel, voice channel, and duplex
user channels, which are transmitted over the 1,616–1,626.5 MHz band to provide different communication services globally. A
small part of this spectrum, namely 1,626–1,626.5 MHz is used for paging and acquisition (Iridium Constellation LLC, 2013).
In this paper, by setting the receiver frequency to 1,626.2708 MHz in the L–band, signals are collected from the RA channel
of Iridium NEXT satellites to estimate the Doppler frequency. The RA channel bandwidth is B = 41.667 kHz. The Iridium
NEXT constellation consists of 75 active satellites that orbit the Earth in 6 different orbital planes, spaced 30◦ apart (Iridium
Constellation LLC, 2013).

The IRIDIUM NEXT signal employs both time division multiple access (TDMA) and frequency division multiple access



(FDMA) and consists of three parts, namely tone (no modulation), unique word (Binary Phase Shift Keying (BPSK) modulation)
and information (Quadrature Phase Shift Keying (QPSK) modulation). In this paper, pure tone, BPSK and QPSK signals are
exploited simultaneously for Doppler tracking of Iridium NEXT signals, enabling more precise Doppler estimation (Tan et al.,
2019b) compared with tracking only the pure tone part of the signal. In addition to estimating the Doppler frequency, the paper
also presents an approach for azimuth DOA estimation with a Uniform Linear Array (ULA).

This paper’s contributions are as follows. First, a receiver architecture that could produce Doppler frequency and azimuth DOA
observables from Iridium NEXT LEO satellites is presented. Second, the Doppler and azimuth DOA observables are fused via
an extended Kalman filter (EKF) to localize a stationary receiver with a single Iridium NEXT LEO satellite. Starting with an
initial estimate 7 km away from the true receiver’s position, the Doppler-only measurements yielded a final positioning error of
656.m, while Doppler and azimuth DOA measurements reduced the error to 289.5 m.

The rest of the paper is organized as follows. Section II describes the received baseband signal model. Section III presents the
proposed receiver architecture. Section IV presents the experimental results for Doppler and Azimuth DOA tracking along with
receiver positioning with these observables. Section V gives concluding remarks.

II. RECEIVED BASEBAND SIGNAL MODEL
At the receiver, a ULA with M antenna elements where all the antennas are separated by the same distance d is used to estimate
the azimuth DOA of the Iridium downlink signal using the phase difference of the received signal at different antenna elements
and different samples. A very small gap between the antenna elements reduces directivity, while large spacing introduces
grating lobes resulting in ambiguity in DOA estimation. Therefore, the spacing between antenna elements is typically chosen
to be equal to half the wavelength (d = λ

2 ), where λ = c
fc

is the received signal wavelength, c is the speed-of-light, and fc is
the carrier frequency (Clerckx and Oestges, 2013). The baseband signal samples of Iridium NEXT SVs received by the mth
antenna element can be written as

rm[n] =
N∑
i=1

γi,m(τn)ai[n]e
j2πfDi,m

[n]Tsnej
2π
λ d·sin(ϕi[n])(m−1) + wm[n], (1)

where rm[n] is the received signal by the mth antenna element at the nth time instant; N is the total number of Iridium NEXT
satellites; γi,m(τn) is the complex channel gain between the mth antenna element and the ith Iridium NEXT space vehicle
(SV); τn is the sample time expressed in the receiver time; ai[n] represents the transmitted symbol at the nth time instant drawn
from an M−ary phase shift keying constellation, i.e., a = ej

2πq
M for q ∈ {0, · · · ,M − 1}; ϕi[n] is the angle between the beam

arriving from ith Iridium NEXT satellite and the orthogonal line to the ULA at the nth time instant; fDi,m [n] is the instantaneous
Doppler frequency at the mth antenna element at the nth time instant, Ts is the sampling time; and wm[n] captures the effect of
noise and transmitted data at the mth antenna element, which is modeled as a complex zero-mean independent and identically
distributed noise with variance σ2

w. Processing the received signal is performed in some processing intervals, named as coherent
processing intervals (CPIs). Small CPIs cannot capture enough power to enable signal processing and precise estimation. On
the other hand, due to the high dynamics of the channel between the SVs and the receiver, the instantaneous Doppler frequency
varies during large CPI. It is observed that for Iridium NEXT LEO SVs, a CPI large enough to yield acceptable performance is
one resulting in the instantaneous Doppler frequency fDi

[n] being modeled as a linear function of time. In particular, fDi
[n] at

the kth CPI can be modeled as

fDi
[n] = fDk,i

+ βk,inTs, k = 0, · · · ,K − 1, (2)

where fDk,i
is referred to as constant Doppler, βk,i is the Doppler rate at the kth processing interval corresponding to the ith

Iridium NEXT satellite, and K is the total number of CPIs. During the defined CPI, the channel gain γi,m(τn), Doppler fDk,i
,

and the Doppler rate βk,i are all constant. Since channel gain is considered to be constant during one CPI, the channel gain can
be denoted as the function of CPI index, i.e., γi,m(τn) = γk,i,m. The received signal at the mth antenna element at nth time
instant when the Doppler rate is wiped-off can be written as r′m[n] = exp

(
−jπβk,i,mn2T 2

s

)
rm[n]

r′m[n] =
∑N

i=1 γk,i,mai[n]e
j2πfDk,i,m

Tsnej
2π
λ d.sin(ϕk,i[n])(m−1) + weqm

[n].

The next section discusses the receiver architecture for Doppler acquisition and Doppler and DOA tracking. For simplicity
of notations the subscripts (i and m), which denote the ith Iridium NEXT SV and mth antenna element respectively, will be
dropped in the sequel, unless it is required. Note that the Doppler estimation method is similar for all antenna elements.



III. RECEIVER ARCHITECTURE
This section overviews the proposed receiver architecture. The proposed receiver performs Doppler and DOA estimation in two
sequential steps. In the first step, the Doppler frequency of each antenna element is estimated, and in the second step, the DOA
is estimated. The Doppler frequency of each antenna element is estimated in two stages: (i) acquisition and (ii) tracking. Each
of these stages is discussed in detail next.

1. Doppler Frequency Acquisition
As discussed in Section II, based on the selected CPI length herein, the instantaneous Doppler frequency is appropriately
modeled as a linear function of time.

Iridium NEXT signals consist of three components (i) an un-modulated tone, (ii) a unique word with binary phase shift keying
(BPSK) modulation, and (iii) information data with quadrature phase shift keying (QPSK) modulation that are always transmitted
from Iridium NEXT SVs to the receiver (Shahriar, 2008). In order to avoid a phase shift arising from the unique word (BPSK)
and the information data (QPSK), the baseband samples in each CPI are raised to the 4th power to wipe off the BPSK and QPSK
symbols, resulting in a pure tone. As such, in addition to the pure tone that was exploited in (Orabi et al., 2021), unique word
signals and information signals are also exploited for Doppler frequency estimation (Tan et al., 2019b). Then, a fast Fourier
transform (FFT) of the signal of first and second CPI is taken, and the Doppler rate is calculated based on the shift in Doppler
frequency during one CPI. Note that in the frequency-domain, the impulse-like peak occurs at the frequency which is equal to
four times of the true Doppler frequency due to the fact that the signal samples were raised to the 4th power. As a result, the
obtained Doppler rate and Doppler frequency should be normalized by four to get the appropriate estimates. After wiping off
the normalized Doppler rate, an FFT of the 4th power of the samples in the first CPI is taken. The initial Doppler frequency is
acquired by normalizing the frequency at which the impulse-like peak of FFT occurs.

2. KF-Based Doppler Frequency Tracking
After obtaining coarse estimates of the Doppler rate and Doppler frequency in the acquisition step, the receiver refines and
maintains these estimates via a KF. Due to the SVs’high dynamics and the CPI length, employing a KF allows for improved
Doppler estimation, since its formulation allows for arbitrary Doppler model order selection. The KF-based Doppler tracking
algorithm is described next.

a) Doppler Dynamics Model
The time-varying component of the continuous-time true Doppler is a function of the true range rate between the LEO SV and
the receiver and the time-varying difference between the receiver’s and LEO SV’s clock bias rate (i.e., drift). It assumed that
the clock drift is constant, so it has a constant contribution to the Doppler. The discrete-time dynamic model of the Doppler
state vector xk = [fDk

, βk]
T is given by

xk+1 = Fxk +wk, (3)

F =

[
1 T
0 1

]
, Q = qw̃

[
T 3

3
T 2

2
T 2

2 T

]
, (4)

where F is the discrete-time state transition matrix, wk is a discrete-time process noise with zero-mean and covariance matrix
Q, qw̃ is the power spectral density of the continuous-time-equivalent of the process noise driving the Doppler rate acceleration,
and T is the time interval between two measurements, which is set to the CPI length.

b) KF-Based Doppler Tracking
Let x̂k|l denotes the KF estimate of xk given all the measurements up to time-step l ⩽ k, and Pk|l denotes the corresponding
estimation error covariance. Using the estimated Doppler and Doppler rate in the acquisition stage, x̂0|0 and its corresponding
P0|0 are estimated. The KF-based tracking algorithm follows the standard time-update procedure in KF. The KF measurement
update is implemented based on the FFT estimate of the Doppler, which is discussed next. First, the Doppler rate wipe-off is
performed as r′k[n] = exp

(
−j2πβkn

2
)
rk[n] , where n corresponds to all the samples in each CPI. Next, the following steps

are performed sequentially: (i) the samples of each CPI are raised to the power 4, (ii) FFT is taken, (iii) the frequency at which
the peak occurs is detected, and (iv) after normalizing this frequency by 4, fDk+1

, which is used in calculating the innovation,
is estimated. The proposed KF innovation is obtained as

νk+1 = fDk+1
− f̂Dk+1|k , (5)

which is a direct measure of the Doppler estimation error. Using the innovation and performing a measurement-update, the
posterior Doppler state vector x̂k|k is estimated.



3. Doppler-Compensated-based MUSIC for DOA Tracking
The estimated Doppler frequency is wiped-off from the baseband received samples of each antenna element according to
r̃m[n] ≜ exp

(
−j2πf̂Dm

[n]Tsn
)
rm[n]. Hence, the received signal at the mth antenna element at nth time instant when the

Doppler frequency is wiped-off can be written as

r̃m[n] = γm(τn)a[n]e
jζm[n]ej

2π
λ dsin(ϕ[n])(m−1) + w̃[n], (6)

where ζm[n] = 2π(fDm
[n]− f̂Dm

[n])Tsn, which represents the effect of the residual Doppler.
Collecting the Doppler compensated samples for all the antennas, an M × L matrix Y is formed, whose mth row includes
L Doppler-compensated samples received by the mth antenna element. In order to estimate the DOA, the MUSIC algorithm
is applied. MUSIC is a subspace-based super-resolution algorithm that relies on the eigenvalue decomposition of the sample
covariance matrix of the received signal (Paulraj et al., 1993). Let, Ry = 1

L

∑L
l=1 yly

H
l be the sample covariance matrix of

the received signal, where yl denotes the lth column of Y. The intuition behind MUSIC comes from the fact that given a
sufficient received signal power, Ry can be decomposed into two almost orthogonal subspaces: a noise subspace and a signal
subspace. The eigenvalues corresponding to the signal subspace will be significantly larger than the ones associated with the
noise subspace. The eigenvectors associated with the near-zero eigenvalues of Ry span the noise subspace and constitute the
columns of the noise matrix, Un. Finally, the angular MUSIC spectrum can be computed as PMUSIC(ϕ) =

1
aH(ϕ)UnUH

na(ϕ)

for different values of ϕ, when aT(ϕ) =
[
1, ej

2π
λ dsin(ϕ), ..., ej

2π
λ dsin(ϕ)(M−1)

]
is the steering vector associated with the azimuth

angle ϕ. Whenever the steering vector is related to the true angle of the received signal, the noise subspace and the steering
vector becomes almost orthogonal to each other, resulting in sharp peaks in the angular MUSIC spectrum. These peaks represent
the DOA estimates of the received signals.

IV. EXPERIMENTAL RESULTS
This section presents experimental results of Doppler and azimuth DOA tracking of signals from an unknown Iridium NEXT
LEO SV via the proposed framework. Also, the positioning accuracy of a stationary receiver is compared for two scenarios,
(i) only Doppler is exploited for positioning, (ii) both Doppler and azimuth angle are used for positioning. In what follows, the
experimental setup is first discussed. Next, results from the Doppler acquisition, Doppler tracking, and azimuth DOA tracking
of the Iridium NEXT are presented. Finally, Doppler-only and Doppler+azimuth DOA positioning results are presented.

1. Experimental Setup
To demonstrate the performance of the proposed receiver, an experiment was performed in Columbus, Ohio, USA. A stationary
receiver was equipped with

• A National Instrument (NI) four-channel universal software radio peripherals (USRPs)-2955 to simultaneously down-mix
and synchronously sample the Iridium NEXT signals received by four antennas at a sampling rate of 2.4 Msps and a
carrier frequency of 1, 626.2708 MHz in the L–band.

• Four GPS antennas to record Iridium NEXT signals in the L–band. The antennas feature a multi-point feeding design in
order to provide high phase center stability. Also, these wide-beamwidth antennas are designed to receive low elevation
signals with high gain. The antennas were arranged in a 4× 1 ULA array structure with d = λ = 18.4 cm. It should be
pointed out that ideally the antenna elements should be spaced d = λ

2 apart to avoid angle ambiguity, however, due to
the large diameter of GPS antennas used in this experiment, the antenna spacing was set to λ, which will be discussed in
Section IV.2.c.

• A host laptop computer to store the samples of the received signals for off-line post-processing.
The experimental setup is shown in Figure 1.

It should be noted that DOA estimation is very sensitive to the phase shift between different antenna elements. All antennas,
amplifiers, and cables must be similar. Also, all the channels are required to be phase synchronized. To meet these requirements,
similar antennas, amplifiers, and matched-length cables were used in this experiment. Moreover, a GPS antenna was used to
discipline the USRP’s oscillator to maintain the oscillator as stable as possible. However, other elements such as the filters,
mixers, amplifiers, and phase locked loops of the USRP can cause a time-varying phase error on the signals received from
different antenna elements. Time, temperature, and mechanical conditions are other factors that can introduce a phase error
over time. Moreover, mutual coupling between antennas can affect the signals captured by each antenna element. As a result,
performing calibration is a crucial step for each experiment to remove the phase and amplitude differences between all the
channels with the reference channel.
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Figure 1: Experimental hardware setup.

2. Experimental Results
The USRP sampled signals with the sampling bandwidth Fs of 2.4 MHz over a period of about 120 seconds at a carrier frequency
of 1626.2708 MHz in the L–band, which coincides with the ring alert (RA) channel of Iridium NEXT SVs. The proposed
framework was used to track the Doppler frequency and the azimuth angle of the Iridium NEXT LEO SV with NORAD Catalog
Number 42811. It should be noted that since the aim of this paper is to track the azimuth angle and evaluate its effect on
positioning accuracy, signals coming from only one Iridium NEXT signal is studied.

a) Acquisition result
As discussed in Section III, in the first step, initial Doppler rate and Doppler are acquired. Figure 2 shows the FFT of the 4th
power of the baseband received signal for two successive CPIs, which led to initial Doppler rate estimation. Note that the CPI
was set to 2 seconds. After wiping-off the Doppler rate, the FFT of the 4th power of the baseband received signal is taken. The
initial Doppler is acquired by normalizing the frequency at which the peak occurs.
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Figure 2: FFT of the 4th power of the received Iridium NEXT signal for two successive CPIs. The frequency shift during a 2-second CPI
gives an estimate of 4β0. Normalizing this value by four gives the initial estimate of the Doppler rate in the acquisition stage.

b) Doppler Tracking Results
In the next step, the Doppler frequency of the signals captured by each antenna element is tracked. The results are compared
with the predicted Doppler obtained from two-line element (TLE) files and an SGP4 orbit determination software. Figure
3 demonstrates the estimated (dashed) versus the TLE+SGP4-predicted (solid) Doppler frequency profile for each antenna
element. It can be seen that the estimated Doppler frequency matches the predicted Doppler from TLE+SGP4.

c) DOA Tracking Result
In this step, the estimated Doppler frequency is wiped-off from signals received by each antenna element. Collecting the
Doppler-compensated samples corresponding to all 4 antennas at each CPI, the sample covariance matrix is calculated to get
the MUSIC angular spectrum, as described in Section III.3. Figure 4(a) illustrates the MUSIC angular spectrum over time,
where the peaks occur at the estimated azimuth DOA of each CPI. The estimated azimuth angle ϕ̂ represents the estimated angle
between the incoming signal and the orthogonal line to the ULA. Since the array is located along the South-North direction,
and the predicted azimuth angle obtained from TLE file, ϕTLE, is measured from the North direction, the estimated angle and
its corresponding azimuth angle from TLE are complementary angles, and they are related through, ϕ̂ = 90◦ − ϕTLE + α0,
where α0 represents the initial ambiguity arising from the fact that the distance between the antenna elements equals to λ. This
constant ambiguity is resolved in the navigation filter. The estimated angles are disambiguated by comparing them with the
azimuth angles from TLE files.
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Figure 3: The estimated (dashed) versus the TLE+SGP4-predicted (solid) Doppler frequency profile during the tracking period for all 4
antenna elements.
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Figure 4: (a) MUSIC angular spectrum of detected Iridium NEXT over time. (b) The estimated (dotted) versus the TLE+SGP4-predicted
(solid) azimuth angle profile. (c) Angle estimation error over 60 seconds of Iridium LEO SV visibility.

Figure 4(b) shows the profile of estimated (dotted) versus the TLE+SGP4-predicted (solid) azimuth angle variation. Figure 4(c)
demonstrates the error of angle estimation during the tracking period. The experimental results show that the azimuth angles
are tracked with an root mean squared-error (RMSE) of 1.04 degrees and with the maximum error of less than 3 degrees during
60 seconds. It can be seen that as the SV approaches the horizon, the angle estimation becomes more erroneous because the
received signal power decreases. Antenna element displacements, misalignment of the array due to the slope of the ground, and
low number of antenna elements can also contribute in DOA estimation error.

d) Navigation Solution
This section presents positioning results of a stationary receiver with Doppler-only versus Doppler and azimuth DOA measure-
ments produced by the proposed receiver. Pseudorange rate observables ρ̇ are formed from the tracked Doppler frequencies
according to ρ = − c

fc
fD, where c is the speed of light and fc = 1626.2708 MHz is the carrier frequency. The measurements

relating the receiver coordinates to the satellite’s estimated pseudorange rate and azimuth DOA from the proposed receiver are
modeled as

ρ̇(k) =
−ṙ⊤SV(k) [rr − rSV(k)]

∥rr − rSV(k)∥
+ a1 + vρ̇(k) (7)

ϕ(k) = atan2(yNED
r,SV (k), xNED

r,SV (k)) + a2 + a3 k + vϕ(k), (8)

where ρ̇(k) andϕ(k) represent the pseudorange rate and azimuth angle measurements, respectively, at time instantk. rSV and ṙSV
denote the satellite position and velocity vectors in the Earth-centered Earth-fixed (ECEF) coordinates, with rr = [xr yr zr]

⊤

being the receiver position vector; the constant a1 is assumed to account for the difference between the receiver and the satellite’s
clocks, i.e., a1 = c[δ̇r(k) − δ̇SV (k)], where δ̇r and δ̇SV are the receiver’s and LEO satellite’s clock drifts, respectively; and



xNED
r,SV (k) and yNED

r,SV (k) are the first and second components of the vector rNED
r,SV (k), i.e., the range vector from receiver to

satellite in the local North-East-Down (NED) frame,

rNED
r,SV (k) =

[− sin(θ1) cos(θ2) − sin(θ1) sin(θ2) cos(θ1)
− sin(θ2) cos(θ2) 0

− cos(θ1) cos(θ2) − cos(θ1) sin(θ2) − sin(θ1)

]
[rSV(k)− rr(k)] , (9)

Note that, a2 and a3 form a time-varying term compensating for unmodeled effects, such as clock errors and ionospheric and
tropospheric delays. Moreover, vρ̇ and vϕ are the measurement noise which are modeled as white Gaussian random variables
with variances σ2

ρ̇ and σ2
ϕ , respectively. Finally, θ1 and θ2 are the geodetic latitude and longitude of the unknown receiver

defined by θ1 = arcsin(zr/∥rr∥) and θ2 = arctan(yr/xr). The receiver positioning is achieved via an EKF in two cases of
measurement types. First, Doppler measurements are employed to estimate the state vector, x =

[
r⊤r , a1

]⊤ with an initial error
covariance matrice in the ECEF frame as

P0|0) = diag[TPNED(0|0)T⊤,Pa(0|0)]
where T is the rotation matrix from the NED frame to the ECEF frame, PNED(0|0) is the initial error covariance matrix in the
ECEF frame set to diag[6.7× 103, 6.7× 103, 0.1] and Pa(0|0) is the initial error covariance corresponding to a1 and is set to
104. Afterward, the azimuth measurements are added to the Doppler to solve the positioning problem. In this case, the state
vector is augmented to x =

[
r⊤r , a1, a2, a3

]⊤, where PNED(0|0) remains the same while Pa(0|0) is changed to [104, 104, 104].
The measurement noise variances for Doppler and azimuth where calculated empirically and ranged between 1 − 25 Hz2 and
0.25− 2.25 deg2, respectively. Figure 5 summarizes the positioning results, which demonstrates the benefit of fusing azimuth
DOA alongside Doppler measurements.
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Figure 5: (a) Skyplot showing the trajectory of the Iridium LEO satellite. (b) Initial estimate versus true receiver position. (c) Initial
estimate and its corresponding 95% uncertainty ellipses and estimated position with (i) Doppler-only measurements and (ii) Doppler and

azimuth DOA along with corresponding 95% uncertainty ellipses. (d) Zoomed view on positioning errors. Map data: Google Earth.

V. CONCLUSION
This paper presented a receiver for Doppler and Azimuth DOA estimation of Iridium NEXT LEO satellite signals. Experimental
results were presented demonstrating successful tracking of the Doppler frequency and azimuth DOA of an Iridium NEXT LEO
satellite, achieving a Doppler RMSE of 8.1 Hz over 120 seconds and an azimuth DOA RMSE of 1.04 degrees over 60 seconds.
The Doppler and azimuth DOA measurements are fused via an EKF to localize a stationary receiver. Starting with an initial
estimate 7 km away from the true receiver’s position, Doppler-only measurements yielded a final positioning error of 656.m,
while the Doppler and azimuth DOA measurements reduced the error to 289.5 m.
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Abstract: A Kalman filter-based receiver autonomous integrity monitoring algorithm (RAIM)
is proposed to exploit sequential measurements from global navigation satellite systems
(GNSS) and cellular 5G signals of opportunity (SOPs), to ensure safe vehicular navigation in
urban environments. To deal with frequent threats caused by multipath and non-line-of-sight
conditions, an innovation-based outlier rejection method is introduced. Next, a fault detection
technique based on solution separation test is developed, and the quantification of protection
levels is derived. Experimental results of a ground vehicle traveling in an urban environment,
while making pseudorange measurements to GPS satellites and cellular 5G towers, are presented
to demonstrate the efficacy of the proposed method. Incorporating 5G signals from only 2 towers
is shown to reduce the horizontal protection level (HPL) by 0.22 m compared to using only GPS.
Moreover, the proposed method is shown to reduce the HPL and vertical protection level (VPL)
by 84.42% and 69.63%, respectively, over the snapshot advanced RAIM (ARAIM).

Keywords: opportunistic navigation, Kalman filter, RAIM, solution separation, 5G.

1. INTRODUCTION

Passenger safety in automated vehicles depends on the
accuracy and reliability of the vehicle’s navigation system.
With the continuous improvements of navigation system
accuracy due to incorporation of multiple sensors (e.g.,
global navigation satellite systems (GNSS) receivers, lidar,
camera, radar, and inertial measurement unit (IMU)), the
notion of navigation integrity becomes evermore crucial
as vehicles get endowed with autonomous capabilities.
GNSS receivers are relied upon to calibrate sensors, correct
for accumulating errors due sensor dead reckoning, and
provide a navigation solution in a global frame. However,
the GNSS-based navigation solution is unreliable in deep
urban canyons, due to blockage, reflection, or diffraction of
signals by buildings and nearby objects. Recently, cellular
signals of opportunity (SOPs) have been demonstrated as
a complement or alternative to GNSS signals in GNSS-
challenged (Maaref and Kassas, 2020) and GNSS-denied
(Kassas et al., 2022) environments. Fusing GNSS signals
with cellular SOPs has shown significant improvement in
the robustness, accuracy, and integrity of the navigation
solution for ground (Kassas et al., 2020) and aerial (Maaref
et al., 2021) vehicles.

To ensure safe navigation, automated vehicles need to
tightly bound the navigation errors and ensure that
the probability of navigation errors being not properly
bounded is below a certain limit. Current GNSS technolo-
gies are insufficient to support the transition of ground

⋆ This work was supported in part by the U.S. Department of Trans-
portation (USDOT) under Grant 69A3552047138 for the CARMEN
University Transportation Center (UTC) and in part by the National
Science Foundation (NSF) under Grant 1929965.

vehicles to full automation in terms of accuracy, integrity,
and availability (Zhu et al., 2020). In terms of accuracy,
sub-meter-level accuracy is achievable with certain aug-
mentation systems and real-time kinematic (RTK) only
under certain favorable conditions (Humphreys et al.,
2020); while single point positioning (SPP) can only
achieve meter-level accuracy (Imparato et al., 2018). In
terms of integrity and availability, recent work demon-
strated that in a sample downtown environment (Chicago
urban corridor), availability of GPS-only positioning was
less than 10% at most locations. While using multi-
constellation GNSS (GPS, GLONASS, Galileo, and Bei-
dou) improved the availability significantly, it was still
lower than 80% at certain locales; concluding that multi-
constellation GNSS cannot provide continuous vehicle po-
sitioning (Nagai et al., 2020).

GNSS-based integrity monitoring has been extensively
studied (Kropp, 2018). Among the proposed frame-
works, receiver autonomous integrity monitoring algo-
rithm (RAIM) is exceptionally attractive, as it is cost-
effective and does not require installing additional infras-
tructure (Blanch et al., 2012). RAIM has been adapted
to account for multi-constellation GNSS measurements
(e.g., Galileo (Ene et al., 2006), GLONASS (Walter et al.,
2013), Beidou (Liu et al., 2014), and low Earth orbit
(LEO) mega-constellation-augmented GNSS (Racelis and
Joerger, 2020)), aiding sensors (e.g., INS-GPS (Needham
and Braasch, 2018), lidar-GNSS (Li et al., 2021), and
vision-GPS (Fu et al., 2015)), and terrestrial SOPs (Maaref
and Kassas, 2022). Initial studies to characterize the in-
tegrity monitoring improvement for automated driving,
upon fusing GPS signals with terrestrial SOPs, were con-
ducted in (Maaref et al., 2020; Jia et al., 2021a). However,



these studies assumed fault-free measurements, which is
not realistic in urban environments, where multipath and
non-line-of-sight (NLOS) conditions are prevalent. The
influence of multipath and NLOS on integrity and avail-
ability in urban environments was considered in (Jia et al.,
2021b). Nevertheless, the availability rates are still not
fully characterized for assured navigation.

Up until recently, most of the integrity monitoring frame-
works have relied on snapshot RAIM, i.e., RAIM based
on static (e.g., weighted least square) estimators, due to
their straightforward projection of measurement error dis-
tribution on the solution domain. However, frequent and
severe multipath effects can easily cause snapshot RAIM
to fail. This is because RAIM is built on the assumption
that nearly the full set of the measurements from each
time-step can form a consistent set. Otherwise, snapshot
RAIM is likely to fail to locate the unfaulted subset of
measurements. Furthermore, multipath and NLOS errors
are environment dependent, so it is difficult to model the
multipath and NLOS errors as a deterministic distribution,
which is a necessary prior for the threats to be monitored
by RAIM. To improve the measurement redundancy, this
paper develops a novel Kalman filter-based RAIM frame-
work to fuse sequential measurements from GNSS and
terrestrial SOPs. Furthermore, it introduces an innovation-
based outlier rejection method to pre-filter measurement
outliers. Solution separation tests are conducted to moni-
tor and exclude faults.

This paper makes three contributions. First, a Kalman
filter-based RAIM for GNSS and 5G SOP integrated navi-
gation is proposed. Second, the technique of incorporating
outlier rejection into RAIM is studied. Third, experimental
results of a ground vehicle traveling in an urban environ-
ment, while making pseudorange measurements to GPS
satellites and cellular 5G towers, are presented to demon-
strate the efficacy of the proposed method. Incorporating
5G signals from only 2 towers is shown to reduce the
horizontal protection level (HPL) by 0.22 m compared to
using only GPS. Moreover, the proposed method is shown
to reduce the HPL and vertical protection level (VPL)
by 84.42% and 69.63%, respectively, over the snapshot
advanced RAIM (ARAIM).

The paper is organized as follows. Section 2 presents the
navigation system. Section 3 describes the proposed in-
tegrity monitoring framework. Section 4 presents experi-
mental results. Section 5 concludes the paper.

2. MODEL DESCRIPTION

This section describes the GNSS and cellular pseudorange
measurement models, the dynamics of the vehicle mounted
receiver and cellular SOP clocks, and the extended Kalman
filter (EKF)-based navigation framework.

2.1 GNSS Pseudorange Measurement Model

The ground vehicle-mounted receiver makes pseudorange
measurements to M GNSS satellites from Nconst GNSS
constellations. Let i ∈ {1, . . . , Nconst} denote the index
of the constellation to which the m-th GNSS satellite
belongs. The m-th GNSS pseudorange measurement at
time-step k, after compensating for ionospheric and tro-
pospheric delays, and satellite’s clock bias, is modeled as

zGNSSm
(k) = ∥rr(k)− rGNSSm

(k)∥2 + c · δtr(k)
+ vGNSSm

(k), (1)
where rr(k) and rGNSSm

(k) are the receiver and m-
th satellite’s three-dimensional (3–D) position vectors,
respectively; c is the speed of light; δtr(k) is the receiver’s
clock bias; and vGNSSm

is the measurement noise, which
is modeled as a zero-mean white Gaussian sequence with
variance σ2

GNSSm

(k).

2.2 Terrestrial SOP Pseudorange Measurement Model

The ground vehicle-mounted receiver also makes pseudo-
range measurements from N terrestrial SOPs, which are
assumed to be stationary with known positions. The n-th
SOP measurement at time-step k can be modeled as

zSOPn
(k) = ∥rr(k)− rSOPn

∥2
+ c · [δtr,SOP(k)− δtSOPn

(k)] + vSOPn
(k),

(2)

where rSOPn
and δtSOPn

(k) are the 3–D position and clock
bias of the n-th SOP transmitter, respectively; δtr,SOP(k)
is the the SOP receiver’s clock bias; and vSOPn

(k) is the
measurement noise, which is modeled as a zero-mean white
Gaussian sequence with variance σ2

SOPn

(k).

2.3 Receiver and Terrestrial SOP Dynamics Model

The vehicle is assumed to follow a white noise acceler-
ation dynamics (e.g., as in (Kassas et al., 2022)). The
vehicle-mounted receiver state vector is defined as xv !
[rT

r , ṙ
T
r ,x

T
clk,r,x

T
clk,SOP]

T
, where xclk,r = [δtr, δ̇tr]

T
is the

GNSS receiver clock error state vector, with δ̇tr denoting
the receiver clock drift; and xclk,SOP captures the differ-
ence between the SOP receiver and each of the SOPs’
transmitters clock errors.

Since the SOP pseudorange measurement (2) is parameter-
ized by the difference between the receiver’s and the SOPs’
clock biases, one needs to only estimate the difference in
clock biases and clock drifts. Therefore, the clock state
associated with the n-th SOP can be defined

∆xclk,SOPn
!
[
c∆δtn, c∆δ̇tn

]T
,

where ∆δtn = δtr,SOP − δtSOPn
is the difference between

the receiver’s clock bias δtr and the n-th SOP’s clock bias
δtn and ∆δ̇tn = δ̇tr,SOP− δ̇tSOPn

is the difference between
the receiver’s clock drift δ̇tr and the n-th SOP’s clock drift
δ̇tn. The augmented clock error state is defined as

xclk,SOP !
[
∆x

T
clk,SOP1

, . . . ,∆x
T
clk,SOPn

]T
(3)

The discrete-time dynamics of xclk,SOP is assumed to
follow the standard double integrator model, driven by
process noise (see (Bar-Shalom et al., 2002)).

2.4 EKF time and measurement update

An EKF is used to fuse the measurements from GNSS
and SOPs to estimate xv. The EKF measurement update
corrects the time-updated states x̂(k+1|k) using available
GNSS and SOP measurements. The innovation vector is
computed as

z̃(k + 1) = z(k)− h
[
x̂(k + 1|k)

]
,

where z(k) the measurement vector at time-step k, and
h(·) is the nonlinear measurement model. The EKF



measurement-updated states x̂(k+1|k+1) and associated
estimation error covariance P(k + 1|k + 1) are computed
using standard EKF update equations.

When a signal is fully blocked at a time-step, or detected
as an outlier by prefiltering techniques, e.g., the outlier
rejection method introduced in Subsection 3.2, the signal
is considered as intermittent and the time-updated state
estimate and prediction error covariance are passed to the
next time-step, skipping the measurement update step.

3. EKF-BASED RAIM WITH OUTLIER REJECTION

This section describes the EKF-based solution separation
RAIM, which fuses sequential measurements from GNSS
and SOPs, to detect and exclude faults.

3.1 Framework Overview

The flowchart of the proposed EKF RAIM framework is
shown in Fig. 1. The integrity monitoring system utilizes a
bank of filters, among which there is one that incorporates
the all in-view signals, while each of the remaining filters
excludes certain signals. These two types of filters are
referred to as main filter and subfilters, respectively. Each
subfilter excludes one of the signals, so that the subfilter
is not influenced by potential faults from the excluded
signal. In order to improve the stability and availability of
the system, the RAIM algorithm first screens the outliers
in the measurements using the innovation-based outlier
rejection method. The RAIM algorithm conducts solution
separation tests to detect potential faults in the signals,
and exclude detected faulty signal to maintain navigation
integrity. After all the detection and exclusions, the pro-
tection level is computed based on integrity requirements.

3.2 Outlier Rejection

The outlier rejection algorithm uses the innovation fil-
tering technique to remove measurements contaminated
by severe multipath and NLOS interference caused by
buildings and nearby objects. Measurements suffering from
temporary biases are considered as outliers instead of
faulty signals to (i) reduce the burden of fault detection
and exclusion and (ii) improve measurement redundancy,
as only measurement outliers for a short period of time
instead of the entire duration are removed from the system.
The metrics for detecting outliers is chosen to be the
normalized innovation (Groves, 2013).

3.3 Solution Separation Test

This paper develops the fault detection algorithm based on
the solution separation test for Kalmen filter navigation
developed in (Young and McGraw, 2003; Blanch et al.,
2020). The test statistics are chosen to be the difference of
the position estimates from the main filter, r̂(0)(k|k), and
the position estimates from the subfilters, r̂(i)(k|k). The
test statistics vector can be expressed as

x
(i)
ss (k) = r̂

(0)(k|k)− r̂
(i)(k|k), i = 1, . . . , Nss, (4)

where Nss is the number of subfilters, i.e., the number of
faulted hypotheses to be monitored.

Young and McGraw (2003) showed that the covariance of
the i-th solution separation vector can be computed as

Σ
(i)
ss (k) = P

(i)(k|k)−P
(0)(k|k).

This enables the framework to calculate Σ
(i)
ss without

having the cross-correlation between the main filter and
subfilters.

The test threshold for the i-th hypothesis in the q-th
direction is set to meet a predefined probability of false
alert Pfa under nominal conditions,

Ti,q = Q−1(αi,qPfa)σ
(i)
ss,q ,

where Q−1(·) is the inverse Q-function, αi,q is the alloca-
tion coefficients of the false alert budget to q direction of

the i-th fault mode, and σ
(i)
ss,q is the q-th diagonal element

of Σ(i)
ss .

3.4 Protection level computation

The protection level is a statistical error bound computed
to guarantee the probability of error exceeding the bound
is smaller than the defined integrity risk (Zhu et al.,
2018). The predefined integrity risk budget is referred to as
probability of hazardous misleading information (PHMI).
Suppose that the total integrity risk budget is equally
allocated to all the fault mode, the protection level in the
q-th direction can be calculated by

PLq = max
i

(
Ti,q +Q−1

(
PHMIq
NssP (Hi)

)
σ(i)
ss,q

)
,

where PHMIq is the integrity budget allocated to the q-
th direction, and P (Hi) is the probability of the i-th fault
mode. The horizontal protection level (HPL) is calculated
as the the square root of the protection levels on the
horizontal plane, i.e., q = 1, 2. The vertical protection level
V PL = PL3.

4. EXPERIMENTAL RESULTS

This section presents experimental results of a ground
vehicle navigating with GPS and cellular 5G SOPs in an
urban environment. The protection levels of the integrated
GPS-SOP are compared with those of GPS only to demon-
strate the performance improvement of fusing terrestrial
5G SOP measurements. The performance of the proposed
framework is also compared with the snapshot ARAIM.

4.1 Experiment setup

In the experiment, a ground vehicle, mounted with an-
tennas to receive GNSS and cellular signals, traveled on
Fairview Road in Costa Mesa, California, USA. Two high-
grade omnidirectional Laird antennas were connected to
a quad-channel National Instruments (NI) universal soft-
ware radio peripheral (USRP)-2955R to simultaneously
down-mix and synchronously sample signals. The USRP
were tuned to to Frequency Range 1 (FR1) 5G signals at
a carrier frequency of 872 MHz and 632.55 MHz, which
corresponded to the U.S. cellular provider AT&T and
T-Mobile, respectively. The gNB cell IDs were 608 and
398, respectively. The 5G tower’s geodetic locations were
[33.652043, -117.907206, 42] and [33.670968, -117.909894,
40], which were surveyed prior to the experiment. Fig. 2
shows the environment layout.

The signals were processed in a post-processing fashion
using the Multichannel Adaptive TRansceiver Information
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Fig. 1. Flowchart of the EKF-based RAIM with outlier rejection.

eXtractor (MATRIX) software-defined radio (SDR) (Ab-
dallah and Kassas, 2022). The vehicle was equipped with
a Septentrio AsteRx-i V integrated GNSS-IMU whose x-
axis pointed toward the front of the vehicle, y-axis pointed
to the right side of the vehicle, and z-axis pointed up-
ward. AsteRx-i V is equipped with a dual-antenna multi-
frequency GNSS receiver and a VectorNav VN-100 micro-
electromechanical system (MEMS) IMU. The integrated
GNSS receiver provides GPS pseudorange measurements,
which were fed to the EKF estimator discussed in Sub-
section 2.4, to produce the GPS-SOP navigation solution.
The tightly-coupled GNSS-IMU with satellite-based aug-
mentation system (SBAS) navigation solution produced
by AsteRx-i V was used as ground truth. The GNSS and
SOP measurement rate was 5 Hz.

The budget for integrity risk were set to be 10−4/h. The
probability of false alert was targeted at 10−3/h. The
probability of fault for both GPS and 5G was set to 10−2/h
and the time of influence for each fault was set to 120 s.
The RAIM parameters are summarized in Table 1.

Table 1. RAIM Parameters

Parameter Definition Value

{σURA,GPS
m
}Mm=1 User Range Error for GPS 5 m

{σURA,SOPn
}Nn=1 User Range Error for SOP 5.48 m

PHMIHOR
Integrity budget for the
horizontal component

1.1× 10−9

PHMIVERT
Integrity budget for the

vertical component
1.1−11

Pfa,HOR
Continuity budget allocated to

the vertical component
5.6× 10−8

Pfa,VERT
Continuity budget allocated to

the vertical component
5.6× 10−10

{PGPSm
}Mm=1

Probability of a single
GPS satellite fault

5.6× 10−7

{PSOPn
}Nn=1

Probability of a single
SOP fault

5.6× 10−7

4.2 Experimental results

During the experiment, the vehicle travelled for 125 sec-
onds along the trajectory shown in Fig. 2. Pseudorange
measurements from 9 GPS satellites and 2 5G towers were

used to produce the navigation solutions. The position
errors, EKF ±3σ error bounds, and protection levels are
plotted in Fig. 3, showing that the EKF estimator is
consistent and the protection levels successfully bound the
position errors.

To demonstrate the influence of fusing 5G signal on
the integrity performance, the protection levels of using
only GPS signals are computed and compared with the
GPS+5G solution. The HPL and VPL along the trajectory
for GPS+5G and GPS only are plotted in Fig. 4. The
average HPL and VPL are shown in Table 2. The results
show that fusing only 2 5G towers reduces the average
HPL by 0.22 m at the cost of slightly increasing the VPL.

The performance of the proposed EKF-based RAIM is
compared with the snapshot ARAIM using a nonlinear
least-squares (NLS) estimator. Fig. 5 shows that the
proposed framework significantly reduces both HPL and
VPL. The average protection levels over the trajectory
are given in Table 2, indicating that EKF-based RAIM
reduces average HPL and VPL by 84.42% and 69.63%,
respectively, over the snapshot ARAIM.

It is worth noting that using the EKF increased the root
mean square error (RMSE) over NLS. This could be due to
the over-simplified vehicle dynamics model adopted: white
noise acceleration. The position accuracy can be improved
by incorporating an IMU (Morales and Kassas, 2021; Souli
et al., 2021) or using an elaborate vehicle dynamics model
with well tuned parameters (Li and Jilkov, 2003).

Table 2. Performance comparison of different
algorithms and signal usage

RMSE Avg. HPL Avg. VPL

Snapshot RAIM

with GPS only
1.1075 m 102.3792 m 53.5740 m

Snapshot RAIM

with GPS+5G
1.1007 m 102.5703 m 53.7070 m

EKF RAIM

with GPS only
1.1421 m 16.2013 m 16.2509 m

EKF RAIM

with GPS+5G
1.1772 m 15.9801 m 16.3097 m



Fig. 2. Experiment layout and navigation solutions: ground-truth (green) and proposed framework (yellow).

Fig. 3. EKF position errors, 3σ bounds, and protection
levels with GPS and 5G signals.

5. CONCLUSION

This paper proposed a Kalman filter-based RAIM algo-
rithm for GNSS and 5G SOP integrated navigation. To
deal with frequent threats caused by multipath and NLOS
conditions, an innovation-based outlier rejection method
was introduced. Furthermore, a fault detection technique
based on solution separation test was developed, and a
quantification of protection levels was derived. The exper-
imental results on a ground vehicle traveling in an urban
environment demonstrated the efficacy of the proposed
method. Incorporating cellular 5G SOPs from only 2 tower
was shown to reduce the HPL by 0.22 m over using only
GPS. The proposed method was also shown to reduce HPL
and VPL by 84.42% and 69.63%, respectively, over the
snapshot ARAIM.

(b)

(a)

Fig. 4. Protection levels for GPS+5G and GPS only: (a)
HPL and (b) VPL.

(a)

(b)

Fig. 5. Protection levels of snapshot ARAIM and EKF
RAIM with GPS+5G: (a) HPL and (b) VPL.
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Abstract—The ability of reinforcement learning (RL)-based
convolutional neural network (CNN) to mitigate multipath signals
for opportunistic navigation with downlink 5G signals is assessed.
The CNN uses inputs from the autocorrelation function (ACF)
to learn the errors in the code phase estimates. A ray tracing
algorithm is used to produce high fidelity training data that could
model the dynamics between the line of sight (LOS) component
and the non-line of sight (NLOS) components. Experimental re-
sults on a ground vehicle navigating with 5G signals for 902 m in
a multipath-rich environment are presented, demonstrating that
the proposed RL-CNN achieved a position root-mean squared
error (RMSE) of 14.7 m compared to 20.6 m with a conventional
delay-locked loop (DLL).
Index Terms— 5G, reinforcement learning, multipath, naviga-

tion.

I. INTRODUCTION

Multipath phenomenon is a major error source in signal-
based navigation technologies including: (i) global navigation
satellite systems (GNSS) [1] and (ii) alternative technologies,
such as cellular, AM/FM radio, satellite communication, dig-
ital television, and Wi-Fi [2]–[11]. Among alternative signal-
based technologies, cellular 5G signals are particularly attrac-
tive due to their ubiquity, geometric diversity, high received
signal power, and large bandwidth [12]–[14].

The positioning capabilities of 5G systems have been
studied over the past few years. Different approaches have
been proposed, in which direction-of-arrival (DOA), direction-
of-departure (DOD), time-of-arrival (TOA), or combination
thereof is used to achieve accurate positioning from 5G
signals. The study in [15] derived the Cramér-Rao lower
bound on position and orientation estimation uncertainty and
presented an algorithm that achieves the bound for aver-
age to high signal-to-noise ratio. In [16], the capability of
massive multiple-input multiple-output (mMIMO) systems in
providing very accurate localization when relying on DOA
was studied. The work in [17] presented an algorithm to
mitigate the near-field errors in angular positioning with 5G
system. A compressed sensing approach was proposed to
address the limitations of DOA in mMIMO systems in the
presence of multipath, showing the potential of achieving
submeter accuracy in a simulated environment. In contrast
to the aforementioned approaches, [18]–[20] were the first to

present experimental navigation results on ground and aerial
vehicles, achieving meter-level accuracy.

Several techniques have been developed to mitigate the
effect of multipath in GNSS systems, most of which could
be grouped into three main categories: (i) antenna techniques
[21], (ii) signal processing techniques, such as the narrow
correlator [22], strobe edge correlator [23], and high resolution
correlator (HRC) [24], and (iii) a combination thereof [25].
While the aforementioned approaches have been shown to
outperform the standard early-minus-late (E-L) delay-locked
loop (DLL), they are still susceptible to severe multipath.
Moreover, while signal processing techniques could be ex-
tended to receivers that exploit cellular signals opportunisti-
cally for navigation, antenna techniques that mitigate multipath
by filtering out signals with lower elevation angles are not
useful, since most received signals from terrestrial 5G base
stations (referred to as gNBs) have low elevation angles.

Machine learning algorithms have found their way into
the navigation field [26]. A neural network (NN)-based DLL
(NNDLL) was proposed in [27] for multipath mitigation in
GPS receivers. The type of multipath environment and receiver
motion was identified via an NN in [28] in order to adjust the
receiver’s tracking strategy. The ability of different NNs to mit-
igate multipath signals for opportunistic navigation with down-
link 5G signals was considered in [29]. The paper presented
two NN designs, namely feed-forward NNs (FFNNs) and time-
delay NNs (TDNNs), to learn multipath-induced errors on a
5G receiver’s code phase estimate. Experimental results in a
multipath-rich environment were presented demonstrating that
the proposed TDNN achieved ranging root-mean squared error
(RMSE) reduction of 27.1% compared to a conventional DLL.
However, such NNs are limited due to the dependence on
DLL for training data; hence, the NN only corrects the DLL
estimates. This paper addresses this limitation by proposing a
reinforcement learning (RL)-based approach to learn multipath
errors that corrupt the TOA estimate in a 5G opportunistic
navigation receiver. The proposed RLNN seeks to learn the
multipath behavior by making a sequence of decisions, each
with a certain reward and penalty.

This paper assesses the ability of RL-based convolutional
NN (CNN) to mitigate multipath signals for opportunistic
navigation with downlink 5G signals. The NNs use inputs



from the autocorrelation function (ACF) to learn the errors in
the code phase estimate of a conventional DLL. A ray tracing
algorithm is used to produce high fidelity training data that
could model the dynamics between the line of sight (LOS)
component and the non-line of sight (NLOS) components. Ex-
perimental results on a ground vehicle navigating in an urban
environment are presented demonstrating that the proposed
RL-CNN achieved a position root-mean squared error (RMSE)
of 14.7 m compared to 20.6 m with a conventional DLL.

This paper is organized as follows. Section II introduces
the structure of 5G signals and models the synchronization
signals being exploited for navigation. Section III presents
the proposed RL-based multipath mitigation approach along
with the simulator that was used to generate the training and
testing data. Section V presents experimental results in an
urban environment. Section VI gives concluding remarks.

II. 5G SIGNAL STRUCTURE

This section discusses the 5G signal structure and provides
a model for 5G reference signals that can be exploited for
opportunistic navigation.

A. 5G Frame Structure
5G systems implement orthogonal frequency-division multi-
plexing (OFDM) with an adaptive subcarrier spacing ∆f =
2µ × 15 kHz, where µ ∈ {0, 1, 2, 3, 4} is defined as the
numerology. 5G is designed to support transmission at dif-
ferent frequency ranges (from 450 MHz to 52.6 GHz ). In the
time-domain, 5G signals are transmitted in frames of duration
Tf = 10 ms, which are divided into 10 subframes with a
duration of 1 ms each. Subframes are then further divided
into 2µ time slots which contain 14 OFDM symbols each of
duration Tsymb = 1

∆f
. In the frequency domain, subframes are

divided into a number of resource grids consisting of resource
blocks with 12 subcarriers each. The number of resource
grids in a frame is determined by higher level parameters.
Moreover, a resource element defines the smallest unit of the
resource grid spanning a duration of one OFDM symbol and
a bandwidth of one subcarrier.

5G systems utilize two maximal-length synchronization
signals (SS) of length NSS = 127, known as the primary
synchronization signal (PSS) and secondary synchronization
signal (SSS) to enable cell search and synchronization at the
user equipment (UE). There is a total of three possible PSS
sequences, each mapped to an integer representing the sector
ID of the gNB denoted by N

(2)

ID . On the other hand, the
SSS is one of 336 possible sequences, each mapped to an
integer representing the gNB’s group identifier denoted by
N

(1)

ID . This results in a total of 1008 cell identifiers denoted
by N cell

ID = 3N
(1)

ID +N
(2)

ID .
The SS are transmitted along with the physical broadcast

channel (PBCH) signal and its associated demodulation ref-
erence signal (DM-RS) on a block known as the SS/PBCH
block, which spans 20 resource blocks (i.e., 240 subcarriers)
and four consecutive OFDM symbols. The SS/PBCH is trans-
mitted numerous times, where each set of these transmitted

block is called an SS/PBCH burst. However, each SS/PBCH
block in the burst is beamformed in a different direction with
a periodicity that can be 5 ms, 10 ms, 20 ms, 40 ms, 80 ms
or 160 ms.

B. Signal Model
For the purpose of opportunistic navigation with 5G, the

signals of interest for a given N cell
ID could be modeled as

sSS(t) =











IFT{SPSS(f)}, for t ∈ (0, Tsymb)

IFT{SSSS(f)}, for t ∈ (2Tsymb, 3Tsymb)

0, otherwise,

where SPSS(f) and SSSS(f) are the frequency-domain rep-
resentations of the PSS and SSS, respectively. A navigation
receiver correlates the replicated SS signal with the received
signal, forming the autocorrelation function (ACF), denoted
by R(τ) according to

R(τ)
△

= y(t)⊛ sSS(t)

= IFFT{Y (f)S∗

SS(f)} (1)
= sinc (Bτ) (2)

where the symbols ⊛ and ∗ denote the circular correlation and
the complex conjugate operators, respectively, IFFT denotes
the inverse fast Fourier transform, and y(t) and Y (f) are the
time- and frequency-domain representations of the received
signal with a bandwidth of B = Nsubcarriers · ∆f , where
Nsubcarriers is the number of subcarriers allocated for the
synchronization signal. Since each symbol of the SS is mapped
onto one subcarrier, then Nsubcarriers = NSS = 127. It is
important to note that while the ACF has a triangular shape
for GPS signals, the ACF produced by the correlator of an
opportunistic receiver exploiting 5G signals has the shape of
the sinc function. This follows from the OFDM modulation
of the two maximal-length sequences (m-sequences) PSS and
SSS. Equation (2) follows from (1) since SSS(f) is an m-
sequence that takes the values {−1,+1}, and SSS(f)S

∗

SS(f) =
|SSS(f)|

2 = rect( f
B
), where rect(.) denotes the standard

rectangular function with a bandwidth of B.

III. PROPOSED APPROACH

RL is a machine learning technique that seeks modeling a
certain environment following the cut-and-try approach. The
trained model is denoted by an agent that evaluates a current
situation (state). The agent takes a sequence of actions, each
receives a feedback (reward/penalty) from an environment.
The environment represents the training data to which the
agent is making actions. Positive feedback represents a re-
ward for making a correct decision, while negative feedback
represents a penalty for making the wrong decision. In other
words, RL learns the best action via a trail-and-error approach
while interacting with an environment to maximize a long-term
reward. The long-term reward is a combination of short-term
rewards that are observed in every state after taking a set of
coherent actions while interacting with the environment. A
block diagram depicting RL is hown in Fig. 1



Agent Environment
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s

Reward
r

Policy

y = f(s)

Learning
Algroithm

Actions

Reward

Observations

Fig. 1. RL block diagram.

The proposed RL approach consists of the following
• Environment: represents the physical environment on

which the agent operates. In particular, it is represented
via the ACF R(τ) that captures all rays impinging on
the receiver’s antenna including both LOS and NLOS
components and the receiver’s states.

• State: represents the current situation of the agent. As
such, the code phase error is an informative state of the
agent while seeking to maintain tracking in presence of
multipath.

• Reward: represents the feedback from the environment to
evaluate the agent’s performance. Here, a potential choice
of the reward function rt is chosen to penalize the code
phase error and its first order derivative according to

rt = −|τ̃ | −
d|τ̃ |

dt
, (3)

τ̃ , τk − τ̂k,

where τ , τ̂ , τ̃ are the actual code phase, estimated code
phase, and code phase error, respectively. The reward
in (3) represents the short-term reward. In addition to
that, a milestone reward for surviving five seconds is
applied, where surviving inhere denotes τ̃ < B

4
, where

B is bandwidth of the received 5G signals. Exceeding
this bound results in killing the agent and starting another
episode. It is worth mentioning that this long-term reward
helps with the initial convergence as it helps in filtering
out the agents that are immediately killed and gives the
agent a push to the right decision.

• Policy: maps the agent’s state s to actions y = f(s). To
do so, an NN is implemented to decide the actions to be
taken. For the proposed approach, a CNN with sixteen
21×3 filters, with a stride of 21×1 were designed. The
CNN has 42,757 learnable parameters. Note that “21”
represents the number of ACF taps used with 10 delay
taps, which are the user’s design choices. Fig. 2 shows
the proposed RL network design. It worth mentioning that
the input is 42×10 instead of 21×10 due to the fact that
the real and imaginary parts of each sample point are fed
separately to the network.

Input: 42× 10

Convolution: Sixteen 21× 3 filters { Stride 21× 1

Fully Connected: 128 neurons

Fully Connected: 5 neurons

Regression

Fig. 2. RL network design.

IV. TRAINING AND DATA GENERATION

To simulate a realistic environment, map and terrain data were
obtained through OpenStreetMap [30] and Global Multires-
olution Terrain Elevation Data (GMTED) [31] for the area
around Aldrich Park at the University of California, Irvine
(UCI). An opportunistic 5G receiver was then simulated to be
moving around the park at a walking speed of 2 m/s. The
simulated environment and trajectory are presented in Fig.
3(a). Moreover, the location of the simulated gNB correspond
to real gNB positions on top of the Engineering Tower at UCI.
The power, delay, and phase of each path were then computed
for the entire trajectory using the ray tracing methods available
through MATLAB’s RadioFrequency (RF) toolbox [32]. The
channel impulse response (CIR) was generated in this manner
to ensure that the simulator would capture the dynamics
between the LOS and NLOS components. Fig. 3(b) shows
the simulation environment in MATLAB with the rays traced
from the gNB to four sample points within the trajectory along
with the received power for each path. It is worth noting that
the material used for buildings was concrete with a relative
permittivity of 5.31 and a conductivity of 0.0548 Siemens
per meter. These values were chosen according to the in-
ternational telecommunication union (ITU) recommendations,
which provide methods, equations, and values used to calculate
real relative permittivity, conductivity, and complex relative
permittivity for common materials [33].

(a) (b)

Start End

gNB

Fig. 3. (a) Receiver Trajectory around Aldirch Park. (b) Rays traced from
transmitter (red) to sample points of trajectory (blue).

Next, the obtained CIRs are used to simulate the tracking
results for an opportunistic 5G receiver traversing the afore-
mentioned trajectory shown in Fig. 3(a). The tracking loops
of the receiver uses inputs from the output of the correlator
R(τ), which is simulated from the CIR according to

Rk(τ) =

N
paths

k
∑

i=1

αi
kR(τ − τ ik),

where k is the time index with a duration equivalent to that
of the SS (set to 20 ms based on an observation of a real 5G
transmission scenario), Rk(τ) is the correlator output of the
opportunistic receiver accounting for the different traversed
paths at the k-th time-step, R(.) is the ACF of the synchro-
nization signal defined in (2), Npaths

k is the total number of
paths traversed by the signal, αi

k ∈ C is a complex number
representing the power and phase of the signal component
corresponding to the i-th path, and τ ik represents its delay (time
of flight).



Finally, the simulated data contained samples (xk, yk) with
an equivalent duration of 438.51 seconds. The input xk ∈
C2Nx+1 is formed of 2Nx + 1 samples of the correlator
output at the k-th time-step centered around the DLL’s code
phase estimate, such that xk = [x−Nx

k , . . . , xNx

k ]T, where
xd
k = Rk(τ + τ̂DLL

k + d/fs) and fs is the frequency at which
the ACF was sampled. For the remainder of this paper, the
sampling frequency is set to fs =

∆ 4B = 7.62, and the number
of ACF taps used as inputs is 2Nx+1 = 11. The sample target
points yk ∈ R are the errors incurred by the DLL estimate
e(xk) = τLOS

k − τ̂DLL
k , where the true LOS delays at the k-th

time-step τLOS
k are obtained from the simulated CIR.

V. EXPERIMENTAL RESULTS

This section validates the proposed framrwork on a ground
vehicle in an urban environment.

A. Experimental Setup and Environmental Layout
The experiment was performed on the Fairview road in

Costa Mesa, California, USA. A quad-channel National In-
strument (NI) universal software radio peripheral (USRP)-
2955 was mounted on a vehicle, where two channels were
used to sample 5G signals with a sampling ratio of 10 MSps.
The receiver was equipped with two consumer-grade cellular
omnidirectional Laird antennas. The USRP was tuned to listen
to 5G signals from AT&T and T-Mobile U.S. cellular providers
(see Table I). The vehicle was equipped with a Septentrio
AsteRx-i V integrated GNSS-inertial measurement unit (IMU)
to produce the ground truth trajectory.

TABLE I
GNBS’S CHARACTERISTICS

gNB Carrier frequency [MHz] N

Cell

ID
Cellular provider

1 872 608 AT&T
2 632.55 398 T-Mobile

B. Signal Tracking Performance
Two gNBs were present in the environment whose positions

were mapped prior to the experiment. In the tracking stage,
the 5G signals from both gNBs were tracked for 100 seconds.
Fig. 4 shows the tracking results of the two gNBs, while Fig. 5
shows the cumulative distribution function (CDF) of the errors.

C. Navigation Solution
An extended Kalman filter, as discussed in [18], was used

to estimate the vehicle-mounted receiver’s trajectory. The
measurement variances were found to vary between 1.3 and
25.7 m. Fig. 6 shows the environment layout, location of
gNBs, navigation solution of DLL-based and RL-based 5G,
and receiver’s ground truth. The proposed 5G RL approach
achieved a position RMSE of 14.7 m compared to 20.6 m
with a conventional DLL-based 5G receiver. It is worth noting
that the receiver presented in [18] used additional reference
signals (not used in this study), namely physical broadcast
channel (PBCH) and its associated demodulation reference
signal (DM-RS).

VI. CONCLUSION

This paper presented a proof-of-concept of the power of RL
in learning multipath errors that corrupt the TOA estimate in a
5G opportunistic navigation receiver. The proposed approach
is the first of its kind to not depend on a DLL, as it learns the
errors from observed ACFs directly. The RL-CNN used inputs
from the ACF to learn the errors in the code phase estimates.
A ray tracing algorithm was used to produce high fidelity
training data that could model the dynamics between the LOS
component and the NLOS components. Experimental results
in a multipath-rich environment were presented demonstrating
that the proposed RL-CNN achieved a position RMSE of 14.7
m compared to 20.6 m achieved using the conventional DLL.
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Abstract—A novel blind spectral approach is proposed for
blind beacon estimation, Doppler tracking, and opportunistic
positioning with unknown low Earth orbit (LEO) satellite signals.
The framework is agnostic to the modulation and multiple access
scheme adopted by LEO satellites. First, an analytical derivation
of the received signal frequency spectrum is presented, which
accounts for the highly dynamic channel between the LEO satel-
lite and a terrestrial receiver. Second, a frequency domain-based
blind Doppler discriminator is proposed. Third, a Kalman filter
(KF)-based Doppler tracking algorithm is developed. Fourth, a
blind beacon estimation framework for LEO satellites is proposed
and its convergence properties are studied. Simulation results
are presented showing successful beacon estimation and Doppler
tracking of Starlink LEO satellites transmitting 5G orthogonal
division multiple access (OFDM) signals. Experimental results are
presented demonstrating the efficacy of the proposed framework
on multi-constellation LEO satellites, namely OneWeb, Starlink,
Orbcomm, and Iridium NEXT. Despite adopting different mod-
ulation and multiple access transmission schemes, the proposed
framework is capable of successfully estimating the beacon and
tracking the Doppler, in a blind fashion, of 8 LEO satellites
(2 OneWeb, 4 Starlink, 1 Iridium NEXT, and 1 Orbcomm)
over a period of about 560 seconds with Hz-level accuracy. The
produced Doppler measurements were fused through a nonlinear
least-squares estimator to localize a stationary receiver to an
unprecedented level of accuracy. Starting with an initial estimate
about 3,600 km away, a final three-dimensional (3–D) position
error of 5.8 m and 2–D position error of 5.1 m was achieved.
Aside from achieving this unprecedented accuracy, these results
represent the first successful opportunistic tracking of unknown
OneWeb LEO signals and their exploitation for positioning.

Index Terms—Positioning, navigation, signals of opportunity,
blind Doppler tracking, low Earth orbit satellite, OneWeb.

I. INTRODUCTION

Navigation from low Earth orbit (LEO) will usher a new era
for positioning, navigation, and timing (PNT). Megaconstella-
tions of LEO satellites are being born (e.g., Starlink, OneWeb,

This work was supported in part by the Office of Naval Research (ONR)
under Grants N00014-19-1-2511 and N00014-22-1-2242, in part by the Air
Force Office of Scientific Research (AFOSR) under Grant FA9550-22-1-0476,
and in part by the U.S. Department of Transportation (USDOT) under Grant
69A3552047138 for the CARMEN University Transportation Center (UTC).

and Kuiper), joining existing LEO constellations (e.g., Orb-
comm, Globalstar, Iridium NEXT, among others) [1]. These
satellites will shower the Earth with a plethora of signals,
diverse in frequency and direction, which could be utilized
for PNT in a dedicated fashion [2] or opportunistically [3].

To compensate for the limitations of global navigation satel-
lite systems (GNSS) [4], [5], researchers over the past decade
studied the exploitation of terrestrial signals of opportunity
(SOPs) for PNT. SOPs include: (i) AM/FM radio [6]; (ii) dig-
ital television [7]; (iii) WiFi [8]; and (iv) cellular 3G [9], [10],
4G [11], [12], and 5G [13], [14]; with cellular SOPs showing
the most promise, as they achieved lane-level positioning on
ground vehicles [15], [16], meter-level positioning on high-
altitude aircraft [17], and submeter-level positioning on low-
altitude unmanned aerial vehicles [18], [19], and are usable in
environments under intentional GPS jamming [20]. Exploiting
SOPs did not stay earthly, as LEO satellites have received
considerable attention recently as potential SOPs [21]. Many
theoretical and experimental studies have been conducted on
LEO-based PNT [22]–[27].

LEO satellites possess desirable attributes for PNT [2],
[3]: (i) they are around twenty times closer to the Earth
compared to GNSS satellites, which reside in medium Earth
orbit (MEO), which could yield significantly higher carrier-to-
noise ratio; (ii) they are becoming abundant as tens thousands
of broadband Internet satellites are expected to be deployed
into LEO; and (iii) they transmit in different frequency bands
and are placed in varying orbits, making LEO satellite sig-
nals diverse in frequency and direction. However, exploiting
broadband LEO satellite signals for PNT purposes comes
with challenges [28], as they are owned by private operators
that typically do not disclose crucial information about the
satellites’: (i) ephemerides, (ii) clock synchronization and
stability, and (iii) signal specifications.

To address the first challenge, several approaches have been
recently proposed, including differential navigation utilizing a
known base receiver [29], [30], simultaneous tracking and nav-
igation (STAN) [31], and analytical/machine-learning satellite



orbit tracking [32], [33]. Approaches to address the second
challenge have been offered in [24], [34]. To address the third
challenge, the paradigm of cognitive opportunistic navigation,
which estimates the minimally known LEO satellite signals
in a blind fashion has been showing tremendous promise
[35]. Most recently, this paradigm allowed for the exploitation
of unknown Starlink LEO satellites, from which navigation
observables were produced via (i) a carrier phase tracking
approach [27] and (ii) a generalized likelihood ratio (GLR)
Doppler detection approach [36], with the former localizing
a receiver to within a two-dimensional (2D) error of 25.9 m,
while the latter achieving a 2D error of 10 m.

This paper addresses the third challenge by developing a
blind beacon estimation and Doppler tracking framework that
is agnostic to the modulation and multiple access scheme
adopted by LEO satellites. The proposed framework gener-
ates navigation observables from broadband LEO satellites
without the need to know their signal specifications. Previous
researchers have proposed frameworks for blind estimation
of spreading sequences in direct sequence spread spectrum
in communication systems [37] and for GPS signals under
non-cooperative conditions [38]. However, these approaches
cannot be applied to LEO because they do not account for
the high dynamics channel between the LEO satellite and a
terrestrial receiver. Previous literature has proposed methods
for Doppler tracking with M -ary phase shift keying (M -
PSK) and orthogonal frequency division multiplexing (OFDM)
signals [39]–[41]. The aforementioned approaches aim to
generate a peak in the frequency-domain by either relying
on nonlinear operations (for M -PSK signals) or increasing
the coherent processing interval (CPI) (for OFDM signals).
After generating the peak, the methods track it using a peak
tracking algorithm to estimate the Doppler shift. However,
using nonlinear operations could degrade the signal-to-noise
ratio (SNR), while increasing the CPI is not straightforward
with the highly dynamic channels encountered with LEO
satellites. Also, peak tracking is prone to generate invalid
observables and even divergence whenever the spectrum is
contaminated by noisy DC peaks.

This paper proposes a novel spectral-based framework to
mitigate the above challenges. The proposed framework relies
on the presence of a repetitive sequence (also known as a
beacon) in the signal transmitted by the LEO satellite that
will induce a prominent feature in the received spectrum. The
proposed blind Doppler tracker locks on the satellite’s feature
in the frequency domain and uses the cross-correlation method
to track the Doppler shift.While spectral cross-correlation has
been studied in the literature [42] and used for noise reduction
in speech [43] and detection of stars and planets [44], to the
author’s knowledge, this approach is newly applied to track
Doppler from LEO satellites.

This paper makes the following contributions: (i) develop
an analytical approximation of the received signal frequency
spectrum under high dynamics channel, (ii) propose a novel
blind Doppler estimator using spectral cross-correlation and
a Kalman filter (KF)-based tracking loop, (iii) demonstrate

successful acquisition, tracking, and positioning with multi-
constellation LEO satellite, namely Orbcomm, Iridium NEXT,
Starlink, and OneWeb. To the author’s knowledge, this paper is
the first to show tracking and navigation solution results with
the OneWeb LEO constellation. It is important to note that
the main purpose of this blind navigation beacon estimation
framework is to estimate the time-domain waveform of the
repetitive sequence present in the LEO signals. Decoding the
repetitive sequence using its modulation scheme is an extra
step presented in this paper for the sake of presentation;
however, the refined time-domain waveform alone is sufficient
to be used to generate navigation observables from LEO
satellites. The highlight of the proposed framework is its
ability of estimating the transmitted beacon on-the-fly even
if the signal structure employed at the satellite’s end changes.

In light of recent partnerships by broadband LEO satellite
operators and terrestrial cellular providers, it is expected
that broadband LEO satellite constellations will move to
adopting the 5G new radio (NR) (and generally, the third
generation partnership project (3GPP)) standards for cellu-
lar communications. In preparation for this, simulation re-
sults are presented showing successful beacon estimation and
Doppler tracking of Starlink LEO satellites transmitting 5G-
NR OFDM signals. Experimental results are also presented
demonstrating the efficacy of the proposed framework on
multi-constellation LEO satellites, namely OneWeb, Starlink,
Orbcomm, and Iridium NEXT. Despite adopting different
modulation and multiple access transmission schemes, the
proposed framework is capable of successfully estimating the
beacon and tracking the Doppler, in a blind fashion, of 8
LEO satellites (2 OneWeb, 4 Starlink, 1 Iridium NEXT, and
1 Orbcomm) over a period of about 560 seconds with Hz-
level accuracy. The produced Doppler measurements were
fused through a nonlinear least-squares estimator to localize
a stationary receiver to an unprecedented level of accuracy.
Starting with an initial estimate about 3,600 km away, a final
three-dimensional (3–D) position error of 5.8 m and 2–D
position error of 5.1 m was achieved. Aside from achieving
this unprecedented accuracy, these results represent the first
successful opportunistic tracking of unknown OneWeb LEO
signals and their exploitation for positioning.

The paper is organized as follows. Section II derives the
signal model. Section III introduces the blind Doppler track-
ing. Section IV develops the code phase tracking. Section
V presents the blind beacon estimation. Section VI presents
simulation results. Section VIII presents experimental results.
Section VIII presents the positioning framework and solution.
Section IX gives concluding remarks.

II. SIGNAL MODEL

This section presents a model of the received signal which
takes into account the high dynamics channel between the
LEO satellite and ground-based receiver. Then, it derives an
analytical expression of the signal’s frequency spectrum.



A. Existence of Repetitive Sequences

The proposed framework relies on the existence of a repet-
itive sequence in the signal transmitted by the LEO satellite.
The existence of repetitive sequences in any communication
system is not a strong assumption as they are either inherently
defined by the source and channel encoding, modulation,
and multiplexing schemes, or abundantly transmitted by the
communication source for synchronization purposes at the
UE. For example, code division multiple access (CDMA) in
cellular 3G [45], GPS [46], and Globalstar LEO [47], employ
repetitive sequences in the form of pseudorandom noise (PRN)
codes to spread the data before transmission. In OFDM used in
4G long-term evolution (LTE) [48] and 5G [49], the primary
synchronization sequence (PSS) and secondary synchroniza-
tion sequence (SSS) define repetitive sequences in the sig-
nal transmitted by cellular towers. Moreover, permanently or
temporarily repeated patterns in the transmitted user data can
define a repetitive sequence. As an example, Orbcomm LEO
satellites transmit their ephemeris packets every 4 seconds
[50]. The ephemeris packet contains the current date and time,
which is temporarily repetitive (the same) along the symbols
corresponding to the day, month, and year.
B. Baseband Received Signal Model

Let x(t) be the unknown signal transmitted by a LEO
satellite before carrier modulation. The proposed framework
does not assume knowledge of any particular modulation
or multiplexing scheme. The only assumption is that the
transmitted signal x(t) can be written as x(t) = s(t) + nd(t),
where s(t) is a deterministic repetitive signal, and nd(t)
is a random signal driven by the user data. The proposed
framework assumes the following properties of s(t):

1) It is periodic with period T0.
2) It is uncorrelated with the user data nd(t).
3) It is zero-mean and has a stationary power spectral

density (PSD) |F {s(t)wT0(t)}|
2
= Ss(f), where wT0(t)

is a windowing function that is unity within the interval
[0, T0) and zero elsewhere.

Consider x(t) being transmitted at a carrier frequency fc.
Let τd(t) denote the apparent delay between the transmitted
signal xc(t) ≜ x(t) exp(j2πfct) and the received signal
at the receiver’s antenna. The apparent delay τd(t) is the
composition of multiple effects: (i) the time-of-flight along
the line-of-sight (LOS) between the transmitter and receiver
(i.e., dLOS(t)/c, where dLOS(t) is the LOS distance between
the LEO satellite’s transmitter and the receiver and c is the
speed of light); (ii) combined effect of the transmitter’s and
receiver’s clock biases, denoted δtclk(t); (iii) ionospheric and
tropospheric delays δtiono(t) and δttropo(t), respectively; and
(iv) other unmodeled errors. After propagating in an additive
white Gaussian channel, the resulting received signal before
baseband mixing can be expressed as

rc(t) = xc (t− τd(t)) + nc(t)

= x(t− τd(t)) exp
[
j2πfc [t− τd (t)]

]
+ nc(t),

where nc(t) is complex, zero-mean, white Gaussian noise with
two-sided PSD N0/2. Let r−(t) denote the received signal
after baseband mixing and filtering, which can be expressed as

r−(t) ≜ rc(t) exp (−j2πfct)

= x(t− τd(t)) exp
[
jθ(t)

]
+ n−(t),

where n−(t) is the low-pass filtered version of nc(t), and θ(t)
is the carrier phase of the received signal expressed as

θ(t) ≜ −2πfcτd(t). (1)

Using a Taylor series expansion (TSE), at time instant tk =
t0+kT0, where k is the sub-accumulation index and t0 is some
initial time; the carrier phase of the received signal θk(t) ≜
θ(t)wT0

(t− tk) for t ∈ [0, T0) can be approximated as

θk(t) ≈ θ(tk) + θ̇(tk)(t− tk) +
1

2
θ̈(tk)(t− tk)

2. (2)

By definition, fD(t) ≜ θ̇(t)
2π is the apparent Doppler shift and

ḟD(t) ≜ θ̈(t)
2π is the apparent Doppler rate. It is important

to note that the channel between the LEO satellite and the
opportunistic receiver is highly dynamic, thus, high Doppler
shift and rate will be observed by the receiver. On the other,
at the k-th sub-accumulation, τd(t) is approximated by its
zero-order TSE term dk ≈ τd(tk) and the higher-order terms
are dropped to simplify the following signal analysis. It
worth noting that the higher-order terms in the code phase
account for compression and dilation of the code in the time-
domain, but this paper ignores this effect. The experimental
results presented in Section VIII show that such effect is
indeed negligible for the Orbcomm, Iridium NEXT, Starlink,
and OneWeb LEO constellations. Finally, the expression of
the received signal before carrier wipe-off at the k-th sub-
accumulation can be expressed as

r−k (t) ≜ r−(t)wT0(t− tk)

= sk(t) exp
[
jθk(t)

]
+ n−

k (t), (3)

where sk(t) ≜ s(t − dk)wT0
(t) and the term n−

k (t) ≜
[n−(t− dk) + nd(t− dk)]wT0

(t) represents the lumped user
data and channel noise. The received signal rk(t) after carrier
wipe-off using the carrier phase estimate, denoted θ̂k(t),
generated by the tracking loop discussed in Section III-B, can
be expressed as

rk(t) = r−k (t) exp
[
− jθ̂k(t)

]
= sk(t) exp

[
jθ̃k(t)

]
+ nk(t), (4)

where θ̃k(t) = θk(t)− θ̂k(t) is the residual carrier phase.

C. Frequency Spectrum of the Received Signal

This section derives an analytical expression of the received
signal’s frequency spectrum at the k-th sub-accumulation, i.e.,
Srk(f) = |F {rk(t)}|2. Using the third property of s(t), the



Wigner distribution function (WDF) of sk(t) for t ∈ [0, T0)
can be written as

Ws(t, f) ≜
∫ ∞

−∞
sk

(
t+

τ

2

)
s∗k

(
t− τ

2

)
exp(−2πfτ) dτ

=
Ss(f)

T0
,

where s∗ denotes the complex conjugate of s. It can be shown
that the WDF of the residual carrier phase at the k-th sub-
accumulation Ck(t) = exp(jθ̃k(t)), for t ∈ [0, T0), is

WCk
(t, f) = δ

(
f −

˜̇
θk
2π

−
˜̈
θk
2π

t

)
,

where δ(·) is the Dirac delta function. Using the second
property of s(t), WDF of rk(t) in (4), for t ∈ [0, T0), becomes

Wrk(t, f) =
Ss(f)

T0
⊛ δ

(
f −

˜̇
θk
2π

−
˜̈
θk
2π

t

)
+Wnk

(t, f),

where (f ⊛g)(t) =
∫∞
−∞ f(τ)g(t− τ)dτ is the convolution of

f and g and Wnk
(t, f) is the WDF of the noise and data at

the k-th sub-accumulation.
Using the projection property of WDF, the frequency spec-

trum Srk(f) ≜
∫ T0

0
Wrk(t, f) dt can be further expressed as

Srk(f) =
Ss(f)

T0
⊛
∫ T0

0

δ

(
f −

˜̇
θk
2π

−
˜̈
θk
2π

t

)
dt+ Snk

(f)

= Ss(f)⊛
2π∣∣∣ ˜̈θk∣∣∣T0

∫ T0

0

δ

(
t− 2πf − ˜̇

θk
˜̈
θk

)
dt+ Snk

(f)

= Ss(f)⊛Π
(
f ;

˜̇
θk,

˜̈
θk

)
+ Snk

(f), (5)

where Snk
(f) =

∫ T0

0
Wnk

(t, f) dt and

Π
(
f ; θ̇, θ̈

)
≜

2π∣∣∣θ̈∣∣∣T0


1,

∣∣∣∣∣∣∣∣f −
θ̇ +

|θ̈|
2
T0

2π

∣∣∣∣∣∣∣∣ <
|θ̈|
4π

T0

0, elsewhere

.

Equation (5) implies that the received signal’s frequency
spectrum consists of a shifted and dilated version of the
repetitive sequence’s frequency spectrum alongside noise. The
shift in the received spectrum is due to the residual Doppler
˜̇
θk, while the dilation is due to the residual Doppler rate ˜̈

θk.

III. BLIND DOPPLER TRACKING

This section derives the Doppler discriminator and formu-
lates the KF-based Doppler tracking loop.

A. Frequency Domain-Based Doppler Discriminator

The nonlinear least-squares (NLS) estimator of the residual
Doppler ˜̇

θk at the k-th sub-accumulation is given by

˜̇
θk = argmin

θ̇

∥∥∥Srk(f)− Ss(f)⊛Π
(
f ; θ̇, θ̈

)∥∥∥2 (6)

˜̇
θk = argmin

θ̇

∥Srk(f)∥
2
+
∥∥∥Ss(f)⊛Π

(
f ; θ̇, θ̈

)∥∥∥2
−2 (Srk ⋆ Ss) (f)⊛Π

(
f ; θ̇, θ̈

)
(7)

= argmax
θ̇

(Srk ⋆ Ss) (f)⊛Π
(
f ; θ̇, θ̈

)
≈ argmax

θ̇

(Srk ⋆ Ss) (f)⊛ δ

(
f − θ̇

2π

)
, for ˜̈

θk ≈ 0

= 2π argmax
f

(Srk ⋆ Ss) (f), (8)

where (f⋆g)(τ) =
∫∞
−∞ f∗(t)g(t+τ)dt is the cross-correlation

of f and g. The first two terms in the minimization problem
in (7) are a constant function of the optimization parameter θ̇;
therefore, they are ignored. Since the blind receiver does not
have prior knowledge of Ss(f), it starts with an initial estimate
Ŝs(f) ≡ Sr0(f) and refines the repetitive sequence’s spectrum
with every sub-accumulation. This initialization approach in-
troduces a Doppler ambiguity ˜̇

θ0 invoked by taking Sr0(f)
as initial spectral reference for Doppler tracking. Nonetheless,
this Doppler ambiguity can be resolved as will be discussed
in the Section V-C. Note that the assumption ˜̈

θk ≈ 0 (i.e.,
regime of small residual Doppler rate values) invoked in (8)
is a reasonable assumption, since the Doppler rate between
two consecutive sub-accumulations is nearly constant for LEO
satellite channels.

B. KF-Based Tracking Loop

The continuous-time signal in (4) is sampled at a constant
sampling interval Ts = 1/Fs. The discrete-time received
signal before carrier wipe-off at the k-th sub-accumulation can
be written as

r−k [n] = s[n− dk] exp (jΘk[n]) + n−
k [n], (9)

where n ∈ [0, L − 1]; s[n] is the discrete-time equivalent of
s(t) with period L = T0/Ts; Θk[n] and dk are the discrete-
time carrier phase and code phase, respectively, of the received
signal at the k-th sub-accumulation; and n−

k [n] is the discrete-
time equivalent of n−

k (t).
The continuous-time carrier phase state vector is defined as

θ(t) ≜
[
θ(t), θ̇(t), θ̈(t)

]T
, with dynamics modeled as

θ̇(t) = Aθ(t) +Bw(t), (10)

A ≜

 0 1 0
0 0 1
0 0 0

 , B ≜

 0
0
1

 ,

where w(t) is a zero-mean white noise process with PSD qw.
The continuous-time model (10) is discretized at a constant
sampling time T0 = LTs leading to

Θk+1 = FΘk +wk, (11)

where Θk ≜
[
θk, θ̇k, θ̈k

]T
is the carrier phase state at

the k-th sub-accumulation, F ≜ eAT0 is the state transition
matrix, and wk is a discrete-time process noise, which is



a zero-mean white random sequence with covariance Q =

qw
∫ T0

0
eAtB

(
eAtB

)T
dt. The reconstructed sequence of the

carrier phase that is used to perform carrier wipe-off can
be written as a second-order piecewise polynomial given by
Θ̂k[n] = θ̂k−1 +

ˆ̇
θknTs +

1
2
ˆ̈
θk (nTs)

2, n ∈ [0, L − 1]. After
carrier wipe-off, the received signal’s sequence becomes

rk[n] = r−k [n] exp
[
−jΘ̂k[n]

]
= s [n− dk] exp

[
jΘ̃k[n]

]
+ nk[n]. (12)

Equation (12) will be used to determine the residual Doppler
˜̇
θk at the k-th sub-accumulation, which is fed as innovation to
a KF loop that uses the observation model

zk = CΘk + vk, C ≜
[
0 1 0

]
, (13)

where vk is a discrete-time zero-mean white noise sequence
with variance σ2

θ̇
. The proposed KF innovation νk is the fast

Fourier transform (FFT)-based discrete version of (8).

νKF(k) =
˜̇
θk = 2π argmax

f
|Rk[f ]|2 ⋆

∣∣∣Ŝk[f ]
∣∣∣2 ,

where Rk[f ] and Ŝk[f ] are the FFT of rk[n] and s[n],
respectively. The proposed blind Doppler tracking loop can be
considered to be in the locked regime whenever the innovation
sequence νk becomes nearly white and its variance stabilizes.
In this regime, Θ̃k ≈ [0, 0, 0]T and rk[n] ≈ s [n− dk]+nk[n].

Note that the KF is initialized with Θ̂0 ≡
[
θ̂0,

ˆ̇
θ0,

ˆ̈
θ0

]T

that gives rise to an initial carrier phase state error Θ̃0 ≡[
θ̃0,

˜̇
θ0,

˜̈
θ0

]T
. It can be readily shown that for the observation

matrix C defined in (13), the initial carrier phase error θ̃0
is unobservable. This will induce a shift in the phase of the
estimated repetitive sequence, causing the initial Doppler error
˜̇
θ0 to persist as an ambiguity in the tracked Doppler ˆ̇

θk (since
it is embedded into the first received sub-accumulation which
is taken as reference for tracking). Due to the linearity and
time-invariance of (11) and (13), it can be readily shown that
the residual carrier phase state vector Θ̃k will converge to
zero. Fig. 1 summarizes the proposed blind Doppler tracking.

Kalman

Filter

NCO

U
P
D
A
T
E

Fig. 1. Block diagram of the proposed blind Doppler tracking loop. NCO:
numerically controlled oscillator.

IV. CODE PHASE TRACKING

After the blind Doppler tracking loop achieves lock, the
blind receiver starts to correct the carrier phase changes
and tracks the code phase of the repetitive sequence. Given

(12), the NLS estimate of the code phase at the k-th sub-
accumulation is given by

d̂k = argmin
d

∥rk[n]− s[n− d]∥2

= argmin
d

{
∥rk[n]∥2 + ∥s[n− d]∥2 − 2(rk ⋆ s)[d]

}
= argmax

d
(rk ⋆ s)[d]. (14)

It is important to note that the NLS code phase estimator
given by (14) is only valid while the Doppler tracking loop is
locked and the carrier phase changes are tracked and wiped-
off at every sub-accumulation. Without the lock condition, the
residual carrier phase sequence Θ̃k[n] present in (12) deterio-
rates the NLS estimator performance drastically. Furthermore,
as the blind receiver does not have prior knowledge of s[n],
it starts with an initial estimate ŝ[n] ≡ r0[n] and uses it as
a reference to track the code phase d̂k. This initialization
approach introduces a code phase ambiguity d0. After tracking
the code phase d̂k, the receiver corrects for this code phase
shift as follows

r̄k[n] ≜ rk[n]⊗ d̂k

= s
[
n− d̃k

]
exp

[
jΘ̃k[n]

]
+ nk[n], (15)

where (x[n]⊗d) denotes the circular shift operation that shifts
the sequence x[n] by d samples, and d̃k = dk− d̂k is the code
phase error at the k-th sub-accumulation.

V. BLIND NAVIGATION BEACON ESTIMATION

This section discusses the blind navigation beacon esti-
mation framework. Given (9), the time-varying parameters
modulating the deterministic repetitive beacon sequence s[n]
are: (i) the carrier phase state vector Θk and (ii) the code phase
dk. Sections III and IV discussed the mechanism of tracking
and wiping-off the effect of these time-varying parameters.
In the regime of successful Doppler and code phase tracking{
Θ̃k[n] ≈ 0, d̃k ≈ 0

}
, (15) simplifies to r̄k[n] ≈ s[n]+nk[n].

At this stage, the receiver is ready to (i) blindly estimate the
deterministic repetitive sequence present in (15) and (ii) re-
solve for the Doppler ambiguity associated with the estimated
repetitive sequence.

A. Beacon Estimator Formulation

Let rk, nk, s, y, H, and w denote the equivalent complex
vector form of the terms in (15) such that

rk ≜
[
r̄k[0], . . . , r̄k[L− 1]

]T
,

nk ≜
[
nk[0], . . . , nk[L− 1]

]T
,

s ≜
[
s[0], . . . , s[L− 1]

]T
,

y ≜
[
rT
1 , . . . , rT

M

]T
,

w ≜
[
nT

1, . . . , nT
M

]T
,

H ≜
[
IL, . . . , IL

]T
,

where IL denotes the identity matrix of size L × L; rk
and nk denote the vectors of observed and noise samples



at the k-th sub-accumulation, respectively; y and w denote
the vectors of concatenated observations and noise of M
sub-accumulations, respectively; s denotes the vector of the
deterministic repetitive sequence present in the received signal
that is sought to be estimated; and H denotes the observation
matrix of the M sub-accumulations in the regime of Doppler
and code phase tracking lock. One can readily write the vector
of observed samples as

y = Hs+w, (16)

where w is as zero-mean white noise sequence with covariance
R = σ2

nIL×M . Given the observation model in (16), the least-
squares estimate of the repetitive sequence s is given by

ŝM =
(
HHH

)−1
HHy =

1

M

M∑
k=1

rk, (17)

where (.)
H denotes the Hermitian transpose operator.

B. Convergence Property

This section studies the convergence property and stopping
criterion for the beacon estimator given in (17). The energy in
the estimated sequence, ŝM , after M sub-accumulations can
be expressed as

E
{
∥ŝM∥2

}
= E

 1

M2

M∑
j=1

M∑
k=1

rj
Hrk


= ∥s∥2 + 2

M

M∑
k=1

E
{
sHnk

}
+

1

M2

M∑
j=1

M∑
k=1

E
{
nj

Hnk

}
= ∥s∥2 + Lσ2

n

M
. (18)

The fact that E
{
sHnk

}
= 0 follows from the second and third

properties of s(t), while E
{
nj

Hnk

}
= Lσ2

nδij , where δij is
the Kronecker delta function, follows from the assumed white-
ness of the noise. According to (18), limM→∞ E

{
∥ŝM∥2

}
=

∥s∥2; therefore, the energy in the estimated beacon decreases
with every additional observed sub-accumulation until reach-
ing a steady-state value equal to the energy of the true beacon
∥s∥2. This gives a recipe for a stopping criterion for the beacon
estimator given as

∥ŝM∥2

∥ŝM−1∥2
≥ ηth,

where ηth is a predetermined constant chosen to be 0.9 for
the purposes of this paper.

C. Doppler Ambiguity Resolution

To resolve the Doppler ambiguity ˜̇
θ0 present in the estimated

repetitive sequence, the receiver relies on the relationship
between the carrier and code phase tracking loops discussed in
Section III and Section IV, respectively. Let θ̇k =

ˆ̇
θk− ˜̇

θ0+νθ̇,k
denotes the true ambiguity-free Doppler shift, where νθ̇,k is a

discrete-time frequency noise. Therefore, the true carrier phase
θk can be expressed as

θk ≜
k−1∑
j=0

θ̇jT0 + θ0 =
k−1∑
j=0

(
ˆ̇
θj − ˜̇

θ0)T0 + νθ,k

= θ̂k − ˜̇
θ0kT0 + θ0 + νθ,k, (19)

where θ0 is the initial carrier phase ambiguity.
Let dk = d̂k +d0+ νd,k be the true code phase, where νd,k

is the discrete-time code phase noise. The discretization of (1)
relating the code and carrier phase yields

θk = −2πfcdk = −2πfc(d̂k + d0 + νd,k). (20)

Equating (19) and (20) leads to

yk =
˜̇
θ0(kT0) + b0 + νk, (21)

where yk = θ̂k + 2πfcd̂k denotes the residual carrier phase,
which is a function of the ambiguous Doppler term ˜̇

θ0,
b0 = −(θ0 + 2πfcd0) is the lumped ambiguity term, and
νk = (νθ,k − 2πfcνd,k) is the lumped code and carrier phase
noise. With enough sub-accumulations M , ˜̇θ0 can be estimated
from (21) by fitting a linear regression model with yk as the
target variable and kT0 as the regressor.

VI. SIMULATION RESULTS

This section demonstrates, via numerical simulations, the
ability of the proposed framework to blindly estimate the
beacon transmitted by a LEO satellite. To this end, follow-
ing the notation described in (9), the deterministic repetitive
sequence s[n] is chosen to be the Synchronization Sequence
Block (SSB) of the 5G-NR frame structure with period T0,
bandwidth B, and energy ∥s∥2, as described by the 3GPP.
The phase Θk[n] was assumed to follow the Doppler profile
of a Starlink LEO satellite and the noise component of the
signal n−

k [n] is modeled as a white random process with PSD
Lσ2

n. Table I summarizes all other simulation parameters.

TABLE I
SIMULATION PARAMETERS OF EMULATED 5G SIGNALS TRANSMITTED

BY STARLINK LEO SATELLITES

Parameter Value Unit

∥s∥2 0.003 J
B 5 MHz

SNR 0 dB
T0 20 ms
fD [-250 , 250] kHz
ḟD [-3 , 0] kHz

The first step in the process of blindly estimating the beacon
is to perform Doppler wipe-off. As described in Section
III-A, the proposed framework only relies on the assumption
that the PSD of the deterministic repetitive sequence in a
received signal is stationary. Therefore, the framework is
capable of tracking and wiping off the Doppler with no a priori
knowledge of the temporal or spectral signal structure. After



successful Doppler wipe-off, the receiver begins the estimation
and refinement of the repetitive sequence. Fig. 2 shows the
simulation results of the proposed blind framework, which
demonstrates its ability to successfully estimate the 5G frame
transmitted by a Starlink LEO satellite.

True symbol Estimated symbol
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(a)

(b)

(c)

(d) (e)

Fig. 2. Simulation results showing successful blind beacon estimation and
Doppler tracking of emulated 5G-NR signals transmitted by Starlink LEO
satellites: (a) Left: frame of an observed sample sub-accumulation on the
left, Middle: refined repetitive sequence after M sub-accumulations, Right:
ground truth repetitive sequence’s frame. (b) In-phase and quadrature (IQ)
components of the estimated sequence and the true sequence. (c) Black: true
repetitive sequence’s energy. Blue: the energy of the realization shown in (a)
and (b). Orange: the expected energy (cf. (18)) of the the estimated sequence
∥ŝM∥2 versus the number of observed sub-accumulations M , respectively.
(d) The normalized cross-correlation function between the estimated and true
repetitive sequence. (e) The error between the true Doppler shift and the one
estimated using the proposed blind Doppler tracker.

In particular, Fig. 2(a) shows the frame of (i) an observed
sample sub-accumulation rk that is composed of the repetitive
sequence alongside data and channel noise, (ii) the refined
repetitive sequence ŝM after M sub-accumulations, and (iii)
the ground truth repetitive sequence. Fig. 2(b) compares the
IQ components of the estimated sequence versus the true
sequence. The 5G-NR SSB, which is taken as the repetitive
sequence for this simulation, consists of 4 OFDM symbols
which are the: (i) PSS at symbol 1, (ii) SSS at symbol 3,
and (iii) physical broadcast channel (PBCH) at symbols 2
to 4. Moreover, Fig. 2(b) shows the unobservable constant
phase shift θ̃0, which is embedded into the estimated sequence
relative to the true sequence’s constellation. Fig. 2(c) plots in
blue the energy of the estimated sequence ∥ŝM∥2 versus the
number of observed sub-accumulations M . This curve follows
the shape of the theoretical curve E

{
∥ŝM∥2

}
discussed in

Section V-B, shown in orange. The black curve represent the
true repetitive sequence’s energy, ∥s∥2, which lower-bounds
the energy of the estimated sequence. Fig. 2(d) shows the
normalized cross-correlation function between the estimated
and true repetitive sequence. The prominent cross-correlation
peak is an indicator of successful beacon estimation. Finally,
Fig. 2(e) shows the error between the true Doppler shift and
the one estimated using the proposed blind Doppler tracker
during the satellite pass, implying that the proposed framework
is capable of tracking the Doppler with Hz-level accuracy–
this will also be demonstrated experimentally on the four
LEO constellations: Orbcomm, Iridium NEXT, Starlink, and
OneWeb in Section VIII-C.

VII. EXPERIMENTAL RESULTS: BEACON ESTIMATION
AND BLIND DOPPLER TRACKING OF ORBCOMM, IRIDIUM
NEXT, STARLINK, AND ONEWEB LEO CONSTELLATIONS

This section presents experimental results demonstrating
successful beacon estimation and blind Doppler tracking for
four LEO constellations, namely Orbcomm, Iridium NEXT,
Starlink, and OneWeb, which transmit their downlink sig-
nals according to different modulation schemes. The receiver
initializes with and tracks the signal’s stationary PSD to
generate Doppler observables. Finally, a positioning solution
is generated using the estimated observables. Fig. 3 overviews
the hardware components used to receive downlink signals
from the four LEO constellations. The captured samples
were stored and then processed via a software-defined radio
implementation (SDR) of the proposed framework.
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Fig. 3. Block diagram of Orbcomm, Iridium NEXT, Starlink, and OneWeb
satellites signal capture setup.

A. Orbcomm LEO Constellation

The proposed blind beacon estimation method was applied
to downlink Orbcomm LEO satellite signals. To this end, a
stationary National Instrument (NI) universal software radio
peripheral (USRP) E312 was equipped with a commercial



Orbcomm antenna to receive signals in the VHF–band. The
sampling bandwidth Fs was set to 2.4 MHz and the carrier
frequency fc was set to 137 MHz. The duration of the recorded
data was 900 seconds. Orbcomm satellites transmit at a prede-
fined set of frequency pairs in the user downlink spectrum with
an effective channel bandwidth B = 4.8 kHz. After collection,
the Orbcomm signal was fed to the proposed blind beacon
estimator and Doppler tracker. On the other hand, for com-
parative purposes, the true transmitted data of the Orbcomm
satellites was decoded using the scheme described in [51].
After decoding, the signal auto-correlation showed repetitive
behavior every T0 intervals equating to 1 second. The decoded
data was averaged in a T0-window over a sufficient number
of sub-accumulations to increase the effective energy of the
repetitive sequence. Finally, the blindly estimated beacon was
compared against the true sequence obtained by the averaging
process. Fig. 4(a) shows the true versus estimated sequences
in-phase time-domain waveform. Fig. 4(b) shows the IQ plot
of the estimated repetitive sequence; this reveals that the
modulation scheme of the repetitive sequence for Orbcomm is
4-PSK . Fig. 4(c) shows the cross-correlation function between
the true and estimated sequence. The prominent peak indicates
successful estimation of the repetitive sequence.
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Fig. 4. Blind beacon estimation of Orbcomm LEO satellite signals: (a) In-
quadrature waveform of the true versus estimated Orbcomm’s repetitive se-
quence. (b) IQ plot of the estimated repetitive sequence. (c) Cross-correlation
function between the true and estimated repetitive sequence. The bottom figure
is a zoomed version of the peak in the top figure, which confirms successful
beacon estimation.

Furthermore, Fig. 5 shows the result of correlating the
estimated repetitive sequence with the collected Orbcomm
data. The correlation peaks confirms correct estimation of the
repetitive sequence.

Time [ms]-1 1Time [s] 3

Fig. 5. Correlation of estimated repetitive sequence and Orbcomm data.

B. Iridium NEXT LEO Constellation

An NI-USRP E312 was used to capture raw signal mea-
surements received by a commercial Iridium NEXT antenna.
The sampling bandwidth Fs was set to 2.4 MHz, the carrier
frequency fc was set to 1626.2708 MHz in the L–band, which
coincide with the ring alert (RA) channel of Iridium satellites,
and the total capture duration was 600 seconds. Iridium NEXT

satellites employs both time division multiple access (TDMA)
and frequency division multiple access (FDMA). The Iridium
spectrum consists of multiple channels, namely, the RA,
paging channel, voice channel, and duplex user channels. The
RA channel bandwidth is B = 41.667 kHz and the repetitive
sequence period is T0 = 90 ms. Running the blind framework
on the collected signal resulted in the repetitive sequence esti-
mate shown in Fig. 6(a). Taking a closer look at the estimated
sequence reveals a pure tone sequence (green region) followed
by an alternating Binary Phase Shift Keying (BPSK) sequence
(red region). This specific estimated repetitive sequence is
well-known in the communication literature: it is the typical
TDMA synchronization preamble employed in TDMA-based
satellite systems [52]. The IQ plot of the estimated repetitive
sequence is shown in Fig. 6(b), which indeed matches Figure
(1) in [52]. Fig. 6(c) shows the auto-correlation profile of
the estimated preamble sequence, which confirms successful
sequence estimation. Furthermore, Fig. (7) shows the result of
correlating the estimated repetitive sequence with the collected
Iridium NEXT data. The correlation peaks separated confirms
correct estimation of the repetitive sequence.
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Fig. 6. Blind beacon estimation of Iridium NEXT LEO satellite signals: (a
Left: In-phase waveform of the estimated Iridium NEXT’s repetitive sequence.
Right: zoomed version showing the estimated pure tone sequence (green
region) followed by alternating BPSK sequence (red region). (b) IQ plot of the
estimated repetitive sequence. (c) Auto-correlation function of the estimated
repetitive sequence, which confirms successful beacon estimation.
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Fig. 7. Correlation of estimated repetitive sequence and Iridium NEXT data.

C. Starlink LEO Constellation

The signal capture setup for Starlink utilized the NI-USRP
x410 to collect raw IQ measurements. The sampling band-
width Fs was set to 500 MHz, the carrier frequency fc was
set to 11.325 GHz, which is roughly at the center of one of
Starlink’s downlink channels in the Ku–band. According to
the Federal Communications Commission (FCC), the Starlink
user downlink signal spectrum spans the 10.7 – 12.7 GHz
frequency band. This spectrum is dissected into 8 equidistant
channels, each with bandwidth B = 240 MHz. The period
of the repetitive sequence was determined by inspecting the
auto-correlation function of a data snapshot that entails many
frames. The repetitive sequence present in the frames of the
data snapshot induces an impulse train in the auto-correlation
function with spacing equal to T0, which was recorded to



be equal to 4/3 ms for Starlink downlink signals. A low-
noise block (LNB) downconverter was coupled with a 30 dBi
conversion gain Ku–band parabolic dish in order to improve
the received SNR. The dish was continuously pointed towards
the Starlink satellite throughout its passing– propagating the
satellite’s trajectory from the publicly available TLE files
governs the direction in which the dish should be pointed. The
NI-USRP x410 was set to record for a duration of 900 seconds.
Next, the proposed framework was used to acquire and track
the signals present in the collected data. Taking a closer look at
the estimated Starlink repetitive sequence reveals an interesting
signal structure. Fig. 8(a) shows the auto-correlation profile
of the estimated sequence. The different peaks in this figure
reveals special values in Starlink’s OFDM frame structure,
such as the symbol duration, cyclic prefix duration (which
is defined as the number of samples taken from the end
of a symbol and repeated at its beginning), and the frame
duration. Fig. 8(b) shows that the estimated sequence has
repetitive components in symbols [1,2,3,5,7]. The parameter
estimates from Fig. 8(a) are sufficient to allow for removal of
the cyclic prefix from each symbol, which is then followed
by applying a short-term Fourier transform (STFT) to the
sequence estimate. This allows for spectral analysis of the
repetitive sequence which, as shown in Fig. 8(c), reveals 4
silent subcarriers in the middle of the signal bandwidth. In
fact, this is the bandwidth location where some tones can be
observed sometimes. Fig. 8(d) shows the IQ plot of some of
the synchronization sequence bearing symbols. Observing the
constellations, it is noted that these synchronization symbols
use a 4-quadrature amplitude modulation (QAM) scheme.Note
that the first plot (left) is derived from the time domain
representation of the symbol whereas the other 2 are derived
from the frequency domain representation of the symbols.
The estimated repetitive sequences are comparable to the
synchronization sequences employed in a 5G-NR (PSS, SSS,
and PBCH) frame according to the 3GPP standard.

D. OneWeb LEO Constellation

The signal capture setup for OneWeb downlink signals was
the same as that of Starlink with the sampling frequency Fs

set to 50 MHz and the carrier frequency fc set to 11.075
GHz. According to the FCC, OneWeb’s user downlink signal
spectrum spans the 10.7 – 12.7 GHz frequency band. This
spectrum is dissected into 8 equidistant channels, each with
bandwidth B = 250 MHz. The repetitive sequence period was
estimated to be T0 = 10 ms from the data snapshot auto-
correlation function. The proposed blind beacon estimation
framework was capable of estimating a repetitive sequence
which can be used to generate Doppler and code phase observ-
ables; these will be shown in the positioning solution presented
in Section VIII. To the authors’ knowledge, the achieved
acquisition and tracking of OneWeb signals is unprecedented
in the literature. Fig. (10) shows the result of correlating the
estimated repetitive sequence with the collected OneWeb data.
The clean correlation peaks separated by T0 seconds confirms
correct estimation of the repetitive sequence. Furthermore, Fig.

(9) shows the result of correlating the estimated repetitive
sequence with the collected Starlink data. The clean correlation
peaks separated by T0 seconds confirms correct estimation of
the repetitive sequence.
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Fig. 8. Blind beacon estimation of Starlink LEO satellite signals: (a) auto-
correlation profile of the estimated sequence, (b) frame structure of the
estimated time domain repetitive sequence, (c) the OFDM frame structure of
the estimated repetitive sequence, and (d) IQ plots of the first three symbols
within the sequence.
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Fig. 10. Correlation of estimated repetitive sequence and OneWeb data.

VIII. EXPERIMENTAL RESULTS: POSITIONING WITH
ORBCOMM, IRIDIUM NEXT, STARLINK, AND ONEWEB

LEO CONSTELLATIONS

This section presents the first ever multi-constellation po-
sitioning results, exploiting signals from Orbcomm, Iridium
NEXT, Starlink, and OneWeb LEO constellations. The car-
rier phase navigation observables produced by the proposed
blind beacon estimation and Doppler tracking framework, for
each individual constellation as well as fused from all four
constellations, are used to localize a stationary receiver.

A. Carrier Phase Measurement Model

Let i ∈ [1, L] denote the satellite’s index, where L is
the total number of satellites. The carrier phase observable

Φi(k) ≜
∑k−1

j=0 c
ˆ̇
θj

2πfc
T0 obtained by integrating the Doppler



measurement to the i-th satellite at time-step k, which repre-
sents the discrete-time instant tk = t0+kT0 for an initial time
t0, expressed in meters, is modeled as

Φi(k) = ∥rr − rSVi(k
′)∥2 + c · [δtr(k)− δtSVi(k

′)]

+ c · [δttropi(k) + δtionoi(k)] + λjNi + νi(k), (22)

where rr ≜ [xr, yr, zr]
T is the stationary receiver’s po-

sition vector in the East-North-Up (ENU) frame; rSVi
≜

[xSVi , ySVi , zSVi ]
T is the i-th satellite’s position vector in

the ENU frame; δtr and δtSVi are the receiver’s and i-th
satellite’s clock biases, respectively; δttropi

and δtionoi are
the ionospheric and tropospheric delays between the receiver
and i-th satellite, respectively; c is the speed-of-light; λi is
the wavelength of the i-th satellite’s signal; Ni is the carrier
phase ambiguity between the receiver and i-th satellite; and νi
is the measurement noise, which is modeled as a discrete-time
zero-mean white sequence with variance σ2

Φ,i. In (22), the time
index k′ represents discrete time-step tk = t0+kT0−δtTOFi

,
where δtTOFi

is the time-of-flight of the signal from the i-th
satellite to the receiver. This paper assumes k′ ≈ k to simplify
the formulation of the NLS positioning framework. This
approximation introduces an error in the LEO satellite position
and clock bias. The error introduced by this approximation
in the LEO satellite position is negligible compared to the
position error in TLE files, which can be as high as few
kilometers. The error introduced by this approximation in the
LEO satellite clock will be lumped into a combined term and
estimated as described next.

The receiver and LEO satellite clock error states (bias and
drift) are modeled according to the standard double integrator
model [3]. The terms δtr(k), δtSVi

(k), δtionoi(k), δttropi
(k)

will be lumped together and approximated as a first-order TSE.
Under these assumptions, (22) can be approximated as

Φi(k) ≈ ∥rr − rSVi
(k)∥2 + ai + bikT0 + νi(k), (23)

where ai ≜ c · (δtr − δtSVi
+ δtionoi + δttropi

) and bi ≜

c ·
(
δ̇tr − δ̇tSVi

+ δ̇tionoi + δ̇ttropi

)
are the zero- and first-

order TSE terms, respectively, of the lumped clock errors and
atmospheric delays.

B. Batch NLS Estimator
Next, define the state vector x ≜

[
rr

T, a1, b1, . . . , aL, bL
]T

.
Let z(k) denote the vector of carrier phase observables from
all LEO satellites, available at time-step k, stacked together,
i.e. z(k) ≜ [Φ1(k), . . . ,ΦL(k)]

T. The vector of all available
observables is defined as z ≜ [z(0), . . . ,z(M)]

T, where
M is the total number of observations during the satellite’s
pass. Let vz denote the vector of all measurement noises
stacked together. Then, one can readily write the measurement
equation given by z = g(x)+vz, where g(x) is the nonlinear
mapping from the state space x to the measurement space z.
The positioning solution is achieved by iterating over the NLS
update equation

∆x̂p =
(
HT

pHp

)−1
HT

p (z − g(x̂p)) ,

x̂p+1 = x̂p +∆x̂p, (24)

where p ∈ {1, 2, . . . , p∗} denotes the recursion index; p∗ is
the index when ∥∆x̂p∥2 reaches a predetermined stopping
criterion (chosen to be 10−6); Hp ≜ ∂g(x)

∂x |x=x̂p
is the

measurement Jacobian matrix.

C. Experimental Results

Signals from 1 Orbcomm, 1 Iridium NEXT, 4 Starlink, and 2
OneWeb LEO satellites were collected via the setup described
in Fig. 3. Fig. 12(a) shows the skyplot of the LEO satellites,
while Fig. 12(b) shows the hardware used for data collection.
The hardware included: (i) an LNB with conversion gain of 50
dB and noise figure of 2.5 dB connected to a Ku-band 60 cm
parabolic offset dish with gain of 30 dBi to receive Starlink and
OneWeb satellite signals, (ii) a commercial Orbcomm antenna,
and (iii) a commercial Iridium NEXT antenna. The satellite
positions, {rSVi

}8i=1, were obtained from TLE files and an
SGP4 orbit determination software. The TLE epoch time was
adjusted for each satellite to account for ephemeris errors.
This was achieved by minimizing the carrier phase residuals
for each satellite [27]. The blind Doppler tracking framework
discussed in III was used to acquire and track satellite signals
with qw = (0.1)2 rad2/s6 and σθ̇ = π

6 rad/s. Results of 8
different satellites are shown in Fig. 11. Note that cut-offs in
Doppler tracking for OneWeb and Starlink are caused by the
inability to continuously point the highly directional dish man-
ually towards the satellite position. The top graphs in the figure
show the estimated (dashed) versus the TLE+SGP4-predicted
(solid) Doppler shift profile for every tracked satellite. The
bottom graphs show the KF innovation νKF (k) during the
tracking period. It is worth noting that even though the studied
LEO constellations suffer from high Doppler (up to ∼250
kHz), the blind Doppler tracking framework was able to track
the Doppler with an error less than 10 Hz.
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Fig. 11. Top: Doppler shift profiles for 2 OneWeb, 4 Starlink, 1 Iridium
NEXT, and 1 Orbcomm LEO satellites: solid curves denote the estimated
Doppler from the proposed framework, while dotted curves denote the pre-
dicted Doppler from TLE+SGP4. Bottom: KF innovation during the tracking
period of each satellite.

Next, the batch NLS estimator described in (24) was em-
ployed using measurements from all LEO satellites to obtain
the final estimate x̂p∗ . The receiver’s initial position estimate,
r̂r,0, was set on the roof of the Engineering parking structure at
the University of California, Irvine, USA, approximately 3,600
km away from the true position, which was on the roof of
The Ohio State University’s Electroscience Laboratory (ESL),
Columbus, Ohio, USA. Fig. 13 summarizes the positioning
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Fig. 12. (a) Skyplot of 2 OneWeb, 4 Starlink, 1 Iridium NEXT, and 1
Orbcomm LEO satellites which were tracked during the experiment. (b)
Hardware setup used in data collection.

results. Specifically, Fig. 13(a) shows the trajectories of the 8
satellites from the 4 LEO constellations, Fig. 13(b) shows the
initial and final position estimates, and Fig. 13(c) shows the
true and estimated receiver’s position. The final 3–D position
error was found to be 5.8 m, while the 2–D position error
was 5.1 m (i.e., upon considering only the east and north
coordinates in the ENU frame). For comparative purposes, the
batch NLS estimator was employed with the individual LEO
constellations. The results are summarized in Table II.

IX. CONCLUSION

This paper proposed a novel framework for blind beacon
estimation and Doppler tracking of LEO satellites. First, it
provided a derivation of an analytical expression for the re-
ceived signal frequency spectrum. Second, a novel frequency-
based Doppler discriminator was proposed. Third, a KF-based
Doppler tracking algorithm was developed. Fourth, a blind
beacon estimation framework was proposed and demonstrated
with four LEO constellations, namely, Orbcomm, Iridium
NEXT, Starlink, and OneWeb. Finally, the paper showed
the first result of stationary receiver localization with multi-
constellation LEO satellite including OneWeb, achieving a 2–
D position error of 5.1 m.
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TABLE II
COMPARISON OF POSITIONING RESULTS WITH DIFFERENT LEO

CONSTELLATIONS

Constellation Visibility [s] 2–D Error [m]

OneWeb 132 30.68
Starlink 215 33.69

Iridium NEXT 490 34.48
Orbcomm 560 31.57

All 560 5.1
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Fig. 13. Positioning results with 2 OneWeb, 4 Starlink, 1 Iridium NEXT, and
1 Orbcomm LEO satellites: (a) LEO satellite trajectories. (b) Initial and final
estimated positions. (c) Final errors relative to the receiver’s true position.
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Abstract—This paper summarizes current state-of-the-art nav-
igation results with multi-constellation low Earth orbit (LEO)
satellite signals of opportunity. Experimental results with four
LEO satellite constellations are presented: Starlink, OneWeb,
Orbcomm, and Iridium. Two receiver designs are presented: (R1)
a cognitive opportunistic navigation approach, which utilizes min-
imal, publicly available prior knowledge about the LEO satellite
signal structure and (R2) a blind approach, which assumes no
prior knowledge of the signals. Stationary positioning and mobile
ground vehicle navigation results are presented. For the ground
vehicle, results with two frameworks are presented: (N1) a LEO-
aided inertial navigation system (INS) simultaneous tracking and
navigation (STAN) and (N2) a LEO-aided differential STAN.
The results reveal the tremendous promise of exploiting multi-
constellation LEO satellite signals of opportunity for navigation.
For positioning: (i) with R1, starting with an initial estimate
about 179 km away, by exploiting signals from 6 Starlink, 1
Orbcomm, and 4 Iridium, a final two-dimensional (2–D) position
error of 6.5 m was achieved and (ii) with R2, starting with
an initial estimate about 3,600 km away, by exploiting signals
from 4 Starlink, 2 OneWeb, 1 Orbcomm, and 1 Iridium, a final
2–D position error of 5.1 m was achieved. For navigation, a
ground vehicle was equipped with an industrial-grade inertial
measurement unit (IMU) and an altimeter. (i) With R1 and N1,
the vehicle traversed 4.15 km in 150 seconds (GNSS signals were
only available for the first 2.33 km). By exploiting signals from 3
Starlink, 2 Orbcomm, and 1 Iridium, the 3–D position root mean
squared error (RMSE) and final 3-D error were 18.4 m and 27.1
m, respectively. The GNSS-aided INS position RMSE and final
3-D error were 118.5 m and 472.7 m, respectively. (ii) With R2
and N2, the vehicle traversed 1.03 km in 110 seconds (GNSS
signals were only available for the first 0.11 km). By exploiting
signals from 4 Starlink, 1 OneWeb, 2 Orbcomm, and 1 Iridium,
the 3–D position RMSE and final 3-D error were 9.5 m and 4.4
m, respectively. The GNSS-aided INS position RMSE and final
3-D error were 205 m and 525 m, respectively.
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I. INTRODUCTION

We are witnessing a renewed space race. From technology
giants, to startups, to governments, everyone is claiming stake
in launching their own LEO constellation. These constellations
promise to transform our daily lives, offering broadband
connectivity anywhere on Earth [1], and will benefit scientific
inquiry in fields such as remote sensing [2], [3]. However,
not all such constellations are created equal. So-called meg-
constellations comprising tens of thousands of satellites are
on their way to become a reality, with SpaceX’s Starlink
being the clear frontrunner with their plan to deploy nearly
12,000 LEO satellites. These constellations will be welcomed
by current constellations inhabiting LEO, and collectively they
could usher a new era for positioning, navigation, and timing
(PNT) [4]–[8].

The promise of utilizing LEO satellites for PNT has been
the subject of extensive recent studies [9]–[18]. These studies
can be categorized into three groups. The first considers
providing a standalone navigation solution by launching PNT-
dedicated LEO constellations or transmitting PNT signals from
existing LEO constellations [19]–[26]. The second considers
augmenting global navigation satellite systems (GNSS) with
LEO constellations [27]–[33]. The third exploits LEO signals
from any constellation in an opportunistic fashion [34]–[41].

LEO satellites possess desirable attributes for PNT [42],
[43]: (i) they are around twenty times closer to the Earth
compared to GNSS satellites, which reside in medium Earth
orbit (MEO), which could yield significantly higher carrier-
to-noise ratio; (ii) they are becoming abundant as tens of
thousands of broadband Internet satellites are expected to
be deployed into LEO; and (iii) they transmit in different
frequency bands and are placed in varying orbits, making LEO
satellite signals diverse in frequency and direction.

However, exploiting LEO satellite signals for PNT purposes
in an opportunistic fashion comes with challenges [44], as
these constellations are owned by private operators that typi-



cally do not disclose crucial information about the satellites’:
(i) ephemerides, (ii) clock synchronization and stability, and
(iii) signal specifications.

To address the first challenge, several approaches have been
proposed, including differential navigation utilizing known
base receiver(s) [45]–[47], simultaneous tracking and navi-
gation (STAN) [48], and analytical/machine-learning satellite
orbit tracking [49]–[52]. Approaches to address the second
challenge have been offered in [53]–[55]. To address the third
challenge, the paradigm of cognitive opportunistic navigation
[56], which estimates the minimally known LEO satellite
signals in a blind fashion has been showing tremendous
promise [57].

This paper summarizes recent progress with exploiting
multi-constellation LEO satellites for PNT. The focus of the
paper is to present the navigation solution achieved with
real LEO signals of opportunity on stationary and mobile
platforms in a standalone and a differential fashion. To the
authors’ knowledge, these results represent the most accurate
positioning and navigation results reported in the literature
with multi-constellation LEO signals of opportunity.

Experimental results with four LEO constellations are pre-
sented: Starlink, OneWeb, Orbcomm, and Iridium. Two re-
ceiver design approaches are presented:

• R1: a cognitive opportunistic navigation approach, which
utilizes minimal, publicly available prior knowledge
about the LEO satellite signal structure

• R2: a blind approach, which assumes no prior knowledge
of the signals

Stationary positioning and mobile ground vehicle navigation
results are presented. For the ground vehicle, results with two
frameworks are presented:

• N1: a LEO-aided inertial navigation system (INS) simul-
taneous tracking and navigation (STAN)

• N2: a LEO-aided differential STAN (DSTAN).
For positioning: (i) with R1, starting with an initial estimate

about 179 km away, by exploiting signals from 6 Starlink,
1 Orbcomm, and 4 Iridium, a final two-dimensional (2–D)
position error of 6.5 m was achieved and (ii) with R2, starting
with an initial estimate about 3,600 km away, by exploiting
signals from 4 Starlink, 2 OneWeb, 1 Orbcomm, and 1
Iridium, a final 2–D position error of 5.1 m was achieved. For
navigation, a ground vehicle was equipped with an industrial-
grade inertial measurement unit (IMU) and an altimeter. (i)
With R1 and N1, the vehicle traversed 4.15 km in 150 seconds
(GNSS signals were only available for the first 2.33 km).
By exploiting signals from 3 Starlink, 2 Orbcomm, and 1
Iridium, the 3–D position root mean squared error (RMSE)
and final 3-D error were 18.4 m and 27.1 m, respectively. The
GNSS-aided INS position RMSE and final 3-D error were
118.5 m and 472.7 m, respectively. (ii) With R2 and N2, the
vehicle traversed 1.03 km in 110 seconds (GNSS signals were
only available for the first 0.11 km). By exploiting signals
from 4 Starlink, 1 OneWeb, 2 Orbcomm, and 1 Iridium, the
3–D position RMSE and final 3-D error were 9.5 m and

4.4 m, respectively. The GNSS-aided INS position RMSE
and final 3-D error were 205 m and 525 m, respectively.
The results presented in this paper reveal the tremendous
promise of exploiting multi-constellation LEO satellite signals
of opportunity for navigation

The paper is organized as follows. Section II overviews
the LEO constellations considered in this paper. Section III
presents experimental results with the cognitive opportunis-
tic navigation receiver with Starlink, Orbcomm, and Iridium
NEXT on a stationary receiver and a mobile ground vehicle
navigating via the LEO-aided STAN framework. Section IV
presents experimental results with the opportunistic naviga-
tion receiver with Starlink, OneWeb, Orbcomm, and Iridium
NEXT on a stationary receiver and a mobile ground vehicle
navigating via the LEO-aided DSTAN framework. Section V
gives concluding remarks.

II. OVERVIEW OF LEO CONSTELLATIONS

Table I compares the four LEO constellations considered
in this paper. The number of satellites specified in the table
represent the current number, as of the writing of this paper.

TABLE I
COMPARISON OF LEO CONSTELLATIONS

Parameter Starlink OneWeb Orbcomm Iridium

Bandwidth 240 MHz 230 MHz 4.8 kHz 31.5 kHz
Beacon length 4/3 ms 10 ms 1 s 90 ms
Number of satellites 3,660 542 36 66
Modulation OFDM OFDM SD-QPSK DE-

QPSK
Frequency band Ku, Ka Ku VHF L
Downlink
frequency

10.7–
12.7
GHz

10.7–
12.7
GHz

137 MHz 1.616–
1.626
GHz

Number of channels 8 8 2 240
Number of beams ≈ 48 16 N/A 48
Altitude 550 km 1,200 km 750 km 780 km

III. NAVIGATION WITH STARLINK, ORBCOMM, AND
IRIDIUM NEXT LEO SATELLITES: A COGNITIVE

OPPORTUNISTIC NAVIGATION APPROACH

This section presents multi-constellation navigation results
exploiting Starlink, Orbcomm, and Iridium NEXT LEO satel-
lites with R1 and N1.

A. Stationary Positioning

Signals from a total of 11 LEO satellites (6 Starlink, 1
Orbcomm, and 4 Iridium NEXT) were recorded on top of
a parking structure at the University of California, Irvine,
CA, USA. The receiver presented in [58] was used to process
Orbcomm and Iridium NEXT signals, from which it produced
Doppler navigation observables. The receiver presented in [59]
was used to process Starlink signals, from which it produced
carrier phase observables. It is worth mentioning that not all
satellites were visible simultaneously, and the signals were
recorded as satellites passed overhead. The hardware setup is
described in [58], [59]. Fig. 1 illustrates the skyplot of the
LEO satellites.
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Fig. 1. (a) Skyplot of 6 Starlink, 1 Orbcomm, and 4 Iridium NEXT LEO
satellites which were tracked during the experiment.

The navigation observables were processed through an
extended Kalman filter, which estimated the receiver’s 2–D
position (the receiver’s height was known). The EKF was
initialized 179 km away from the true receiver position. The
EKF’s final position estimate converged to within 6.5 m. Fig.
2 illustrates the LEO satellite trajectories, initial estimate and
ground truth receiver position, and final estimate along with
the 99th percentile estimation error ellipse.

B. Mobile Navigation via LEO-Aided STAN

A ground vehicle was equipped with a Septentrio AsteRx-I
V integrated GNSS-INS system with an industrial-grade IMU
and an altimeter, from which the ground truth was derived.
The hardware setup is described in [48]. The vehicle was
driven on the CA-55 freeway next to Irvine, California, USA,
for 4.15 km in 150 seconds. During the experiment, signals
from 6 LEO satellites (3 Starlink, 2 Orbcomm, and 1 Iridium
NEXT) were recorded. The skyplot of satellites’ trajectory
during the experiment are shown in Fig. 3. The receiver
presented in [60] was used to process Orbcomm signals,
from which it produced carrier phase navigation observables.
The receiver presented in [58] was used to process Iridium
NEXT signals, from which it produced Doppler navigation
observables. The receiver presented in [61] was used to process
Starlink signals, from which it produced Doppler navigation
observables. The vehicle navigated via the LEO-aided STAN
framework described in [48].

GNSS signals were available for the first 80 seconds of the
experiment but were fictitiously cut off for the last 70 seconds,
during which the vehicle traveled 1.82 km. The GNSS-INS
navigation solution drifted to a final 3-D position error of
472.7 m and a 3-D position RMSE of 118.5 m over the
true trajectory. The STAN LEO-aided INS yielded a final 3-D
position error of 27.1 m and a 3-D position RMSE of 18.4 m.
Fig. 4 summarizes the experimental results. For details about
the data processing, EKF formulation, and additional results
and analyses, the reader is referred to [48].

Ground truth

Final estimate

Final error: 6.5 m

99th percentile

179
km

Ground truth

Initial estimate

(b)

(c)Irvine, CA

(a)

Fig. 2. (a) Trajectories of 11 LEO satellites (6 Starlink, 1 Orbcomm, and 4
Iridium NEXT) used to localize the stationary receiver. (b) Initial and final
estimated positions. (c) Final errors relative to the receiver’s true position.

South

North

EastWest

North

Fig. 3. Skyplot of 3 Starlink, 2 Orbcomm, and 1 Iridium NEXT LEO satellites
which were tracked during the experiment.
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True trajectory

GNSS-aided INS

LEO-aided INS

Total distance: 4.15 km

Distance after GNSS cutoff: 1.82 km

Total time: 150 s

Time after GNSS cutoff: 70 s

Position RMSE: 118.47 m

Position RMSE: 18.43 m

Fig. 4. Experimental results showing the ground vehicle’s trajectory and estimated trajectory with GNSS-aided INS and STAN with LEO-aided INS using
signals from 3 Starlink, 2 Orbcomm, and 1 Iridium NEXT satellites. Map data: Google Earth.

IV. NAVIGATION WITH STARLINK, ONEWEB, ORBCOMM,
AND IRIDIUM NEXT LEO SATELLITES: A BLIND

NAVIGATION APPROACH

This section presents multi-constellation navigation results
exploiting Starlink, OneWeb, Orbcomm, and Iridium NEXT
LEO satellites with R2 and N2.

A. Stationary Positioning

Signals from a total of 8 LEO satellites (4 Starlink, 2
OneWeb, 1 Orbcomm, and 1 Iridium NEXT) were recorded
on top of the ElectroScience Laboratory (ESL) at The Ohio
State University, Columbus, OH, USA. The receiver presented
in [57] was used to process all LEO signals, from which it
produced Doppler navigation observables. It is worth men-
tioning that not all satellites were visible simultaneously, and
the signals were recorded as satellites passed overhead. The
hardware setup is described in [57]. Fig. 1 illustrates the
skyplot of the LEO satellites.

N

S

EW

Orbcomm

Starlink

Iridium NEXT

OneWeb

Fig. 5. Skyplot of 4 Starlink, 2 OneWeb, 1 Orbcomm, and 1 Iridium NEXT
LEO satellites which were tracked during the experiment.

The Doppler navigation observables were processed through
a nonlinear least-squares (NLS) estimator, which estimated the
receiver’s 3–D position. The NLS was initialized in Irvine,
CA, USA, about 3,600 km away from the true receiver
position. The NLS’s final position estimate converged to within
a 2–D error of 5.1 m. Fig. 6 illustrates the LEO satellite
trajectories, initial estimate, ground truth receiver position, and
final estimate. For additional details about the data processing,

NLS formulation, and additional results and analyses, the
reader is referred to [57].

(c)

Columbus, OH

Irvine, CA

5.1 m

5.8 m

Ground truth

Final estimate

Ground truth

Initial estimate

2.8 m

ESL, The Ohio State University, Columbus, OH

3,600 km

(b)

(a)Iridium NEXTOneWeb OrbcommStarlink

Fig. 6. Positioning results with 4 Starlink, 2 OneWeb, 1 Iridium NEXT, and
1 Orbcomm LEO satellites: (a) LEO satellite trajectories. (b) Initial and final
estimated positions. (c) Final errors relative to the receiver’s true position.

B. Mobile Navigation via LEO-Aided DSTAN

A ground vehicle was equipped with a Septentrio AsteRx
SBi3 Pro+integrated GNSS-INS system with an industrial-
grade IMU and an altimeter, from which the ground truth
was derived. A differential base station with a known position
was set up on top of ESL at The Ohio State University
campus, about 2.2 km away from the rover (ground vehicle).
The ground vehicle traversed a trajectory of 1.03 km in 110
seconds. During the experiment, signals from 8 LEO satellites
(4 Starlink, 1 OneWeb, 2 Orbcomm, and 1 Iridium NEXT)



were recorded. The receiver presented in [57] was used to
process signals collected by the base station and the rover,
from which it produced Doppler navigation observables. The
vehicle navigated via the DSTAN framework described in [47].

GNSS signals were available for the first 7 seconds of
the experiment but were fictitiously cut off for the last 103
seconds, during which the vehicle traveled 0.92 km. The
GNSS-INS navigation solution drifted to a final 3-D position
error of 525 m and a 3-D position RMSE of 205 m over the
true trajectory. The DSTAN LEO-aided INS yielded a final
3-D position error of 4.4 m and a 3-D position RMSE of 9.5
m. Fig. 7 summarizes the experimental results.

Ground truth

GNSS-aided INS

LEO-aided INS

Orbcomm (2)

Starlink (4)

Iridium (1)

OneWeb (1)

Total No GNSS

Distance [km]

Time [s]

1.03 0.92

110 103

GNSS-INS LEO-INS

Position RMSE [m]

Final Error [m]

205 9.5

525 4.4

X

GNSS cutoff

Fig. 7. Navigation results with 1 OneWeb, 4 Starlink, 1 Iridium NEXT, and
2 Orbcomm LEO satellites: ground truth trajectory (blue), GNSS-aided INS
(red), and DSTAN LEO-aided INS (green).

V. CONCLUSION

This paper summarized the current state-of-the-art with
exploiting multi-constellation LEO satellite signals of oppor-
tunity for positioning and navigation. Exploiting 6 Starlink,
1 Orbcomm, and 4 Iridium via a cognitive opportunistic
navigation receiver is shown to yield a stationary 2–D position
error of 6.5 m, starting with an initial estimate about 179 km
away. With signals from 3 Starlink, 2 Orbcomm, and 1 Iridium
NEXT, a ground vehicle equipped with an industrial-grade
IMU traveling for 4.15 km in 150 s (the last 1.82 km in 70 s
of which without GNSS) could achieve a 3–D position RMSE
of 18.4 m via the LEO-aided STAN framework. Exploiting 4
Starlink, 2 OneWeb, 1 Orbcomm, and 1 Iridium via a blind
navigation receiver is shown to yield a stationary 2–D position
error of 5.1 m, starting with an initial estimate about 3,600 km
away. With signals from 4 Starlink, 1 OneWeb, 2 Orbcomm,
and 1 Iridium, a ground vehicle equipped with an industrial-
grade IMU traveling for 1.03 km in 110 s (the last 0.92 km in
103 s of which without GNSS) could achieve a 3–D position
RMSE of 9.5 m via the LEO-aided DSTAN framework
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No GPS No Problem: Exploiting Cellular
OFDM-Based Signals for Accurate Navigation

Abstract— This paper presents a receiver that could exploit
downlink orthogonal frequency-division multiplexing (OFDM)-
based cellular signals to navigate opportunistically to meter-level
accuracy in a real-world GPS-denied environment. The proposed
receiver exploits signals from multiple logical antenna ports simulta-
neously, which dramatically improves the receiver’s sensitivity. The
efficacy of the proposed receiver is demonstrated experimentally
in an environment under intentional GPS jamming, in which the
ground vehicle-mounted receiver navigated for 5 km in 180 seconds.
The receiver was able to acquire and track signals from 7 long-
term evolution (LTE) eNodeBs, one of which was more than 25
km away, achieving a two-dimensional position root mean-squared
error (RMSE) of 2.6 m.

Index Terms— Signals of opportunity, OFDM, cellular, naviga-
tion, GPS jamming.

I. Introduction

The past decades witnessed extensive research to
utilize cellular signals for navigation purposes. Among
various cellular generations, 4G and 5G orthogonal
frequency-division multiplexing (OFDM)-based systems
have shown tremendous promise [1], [2]. Cellular navi-
gation approaches can be categorized into: network-based
and user-based. This paper considers the latter approach,
in which the user equipment (UE) exploits downlink
signals, in an opportunistic fashion, from any cellular
provider without being a subscriber in the network.

Previous studies have demonstrated meter-level and
submeter-level positioning accuracy on ground vehicles
and unmanned aerial vehicles, respectively, with 4G and
5G signals [3]–[10], in which synchronization reference
signals (RSs) were exploited to extract navigation observ-
ables [11], [12]. A particularly desirable RS for navigation
is the cell-specific RS (CRS), due to its high bandwidth.
Due to OFDM’s spectral nature, the CRS is transmitted
on distinct OFDM symbols and subcarriers, also known
as logical ports. In [13], a maximum likelihood-based
method to estimate the first path was proposed, which
utilized one antenna port. Positioning in multipath envi-
ronments was studied in [14] and [15], both of which
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considered one antenna port. A recent study developed
a tracking algorithm that adaptively mitigated multipath
in long-term evolution (LTE) positioning receivers, while
utilizing CRS from one antenna port [4]. The effect of
antenna ports on time-of-arrival (TOA) estimation using
CRS was investigated in [16]. The study showed that
different channel responses were recorded for different
antenna ports, which can diversify the incoming signals
and improve positioning. The signal diversity provided via
multiple antenna ports was exploited for cycle slip detec-
tion in LTE carrier phase measurements in [3]. Exploiting
two antenna ports was considered in [17], where signals
from each port was treated as a separate measurements,
while [18] tracked signals from each port independently.
However, none of the aforementioned studies considered
the simultaneous exploitation of all antenna ports as a
single navigation source. In general, to extract navigation
observables from OFDM signals, existing methods have
approached the receiver design from a communication
systems perspective [15].

This paper exploits additional LTE available resources
in generating the receiver’s locally generated code, which
offers two advantages: (i) construct a pseudorandom noise
(PRN)-like code that possesses a higher bandwidth; thus,
improving the precision of TOA estimates and (ii) in-
crease the power by exploiting more available resource
elements. The acquisition of LTE signals can be modeled
as a detection problem. Increasing the power results in
an increase in the carrier-to-noise ratio (CNR), which in
turn results in a better probability of detection. Moreover,
in terms of estimation of the code and carrier phase, it
is known that the phase estimation errors depends on the
CNR and the correlation properties [19]. Exploiting the
CRS corresponding to all the antenna ports results in less
code and carrier phase error (better tracking performance),
leading to more precise navigation observables.

This paper presents a novel opportunistic OFDM-
based navigation receiver design that exploits all available
resources from various antenna ports simultaneously. Un-
like previous generation receivers, the proposed receiver
exploits the orthogonality property of OFDM signals
without the need for reconstructing the received OFDM
frame. The proposed approach significantly improves the
receiver’s sensitivity, amplifying the received power by a
factor up to 120, while also improving the carrier phase
estimation accuracy. Experimental results in a real-world
GPS-denied environment are presented to demonstrate
the efficacy of the proposed receiver. A ground vehicle
was driven at Edwards Air Force Base (AFB), California,
USA, during NAVFEST: a live GPS jamming event with
high-powered jammers transmitting a variety of wave-
forms at a jamming-to-signal ratio (J/S) exceeding 100
dB. A previous state-of-the-art LTE navigation receiver
[20] was able to acquire and track only one LTE eNodeB
as far as 5 km away, achieving a two-dimensional (2-
D) position root mean-squared error (RMSE) of 29.4 m
over a trajectory of 5 km [21]. In contrast, the proposed
receiver was able to acquire and track 7 LTE eNodeBs

with favorable geometry, one of which was more than 25
km away, achieving a 2-D position RMSE of 2.6 m. To
the authors’ knowledge, the proposed design represents
the most sensitive OFDM receiver to-date, achieving
unprecedented navigation accuracy in an exclusory GPS-
denied environment.

This paper is structured as follows. Section II over-
views the LTE OFDM frame structure and discusses the
idea behind exploiting the transmitter’s multiple antenna
ports. Section III presents the proposed time-domain-
based receiver design. Section IV shows experimental
results in a real-world GPS-jammed environment, demon-
strating the superiority of the proposed receiver to previ-
ous receiver design. Section V gives concluding remarks.

II. Frame Structure: Exploiting Multiple Antenna Ports

The third generation partnership project (3GPP) stan-
dard defines what is known as an antenna port for 4G
LTE cellular system. Antenna ports do not necessarily
correspond to physical antennas, but rather, they are
logical entities distinguished by their reference sequences
[22]. A single logical antenna port can include multiple
RSs that correspond to the same physical antenna. Cor-
respondingly, a single antenna port can be spread across
multiple transmit antennas. The formal definition of an
antenna port is: “An antenna port is defined such that the
channel over which an OFDM symbol on the antenna port
is conveyed can be inferred from the channel over which
another symbol on the same antenna port is conveyed
[23].” There is one resource grid per antenna port, and
the antenna ports used for transmission of a physical
channel or signal depends on the number of antenna ports
configured for the physical channel or signal.

This paper proposes an opportunistic navigation ap-
proach; thus, it only considers the downlink signals, which
use OFDM with cyclic prefix (CP) as its modulation.
An LTE OFDM frame has a duration of 10 ms. The
subcarrier spacing in LTE is fixed and defined as ∆f = 15
kHz. In the time-domain, each subframe breaks down
into multiple OFDM symbols. In the frequency-domain,
a slot can be decomposed into multiple resource elements
(REs). Thus, the subcarrier and symbol are the frequency
and time indices of an RE, respectively. Further details
about the LTE frame structure can be found in [20].

Fig. 1 shows CRS allocation within the LTE OFDM
frame for all antenna ports. The number of subcarriers in
an LTE frame, Nc, and the number of used subcarriers,
Nr, are not unique and are assigned by the network
provider. They can only take the values that are tabu-
lated in Table I [23]. The subcarrier spacing is typically
∆f = 15 kHz. Hence, the occupied bandwidth can be
calculated using W = Nr∆f (which, here, equals 20
MHz, after adding a 2 MHz guard band). The CRS
spans the entire bandwidth of the 4G LTE system and
is known to the UE. For CRS, the associated antenna
ports p can be p = 0, p ∈ {0, 1}, or p ∈ {0, 1, 2, 3}.
Although, by definition, different antenna ports do not
have to correspond to different physical antennas for the
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various LTE RSs, the CRS is a special RS that has a one-
to-one mapping between logical and physical antennas.
For LTE, there are 504 possible eNodeB physical Cell
IDs, leading to 504 possible URS sequences resulting
from the possible CRS sequences. In the proposed re-
ceiver, different sectors of the same eNodeB, i.e., Cell
IDs with different primary synchronization signal (PSS)
but the same secondary synchronization signal (SSS) are
combined to form the proposed URS. In other words, the
three sectors of a particular eNodeB will have one unique
URS, which is generated once as a local code in the
receiver. As a result, the correlation of signals coming
from different sectors of a particular eNodeB with its
corresponding locally generated URS can be considered
as the coherent summation of the correlation of signals
coming from every sector of a particular eNodeB with the
locally generated URS.

Fig. 1. CRS allocation within the LTE OFDM frame for all antenna
ports. The vertical axes show the subcarrier index of each resource
element, while the horizontal axes show the symbol index. In the

lower figure, one subframe that consists of 14 symbols is zoomed upon
to better illustrate the spread of CRS across subcarriers and symbols.

TABLE I
LTE System Bandwidths and Number of Subcarriers

Bandwidth (W )
(MHz)

Total number
of subcarriers (Nc)

Number of
subcarriers used (Nr)

1.4 128 72
3 256 180
5 512 300

10 1024 600
15 1536 900
20 2048 1200

While previous work in the literature only exploited
the CRS from one antenna port (p = 0), this paper
exploits the CRS from all antenna ports p ∈ {0, 1, 2, 3}
simultaneously. This is achieved by adopting a novel

representation of an OFDM frame to obtain navigation
observables. Detecting active CRS subcarriers is a chal-
lenging problem that requires reconstructing the OFDM
frame, while tracking the signal for each received frame.
In conventional receivers, the timing sequences (PSS and
SSS) are used to detect the OFDM frame start time. Then,
the CRSs corresponding to one antenna port are detected
in the frame and exploited for navigation. In general,
conventional OFDM-based receivers in communication
and navigation systems use the following steps for timing
and synchronization: (i) estimation of the frame start
time for each individual OFDM frame, (ii) reconstruc-
tion of the OFDM frame, (iii) detection of the CRS
subcarriers, and (iv) exploiting the CRS to estimate the
channel impulse response (for communication purposes)
and provide the navigation observable, e.g., TOA (for
navigation purposes). This paper proposes an unorthodox
method to exploit the CRSs of different antenna ports for
navigation purposes, which allows the receiver to track
the code and carrier phase in a way that is similar to a
GPS receiver. Recall that the GPS receiver regenerates a
replica of the satellites’ PRN code. Generating a PRN-like
code in OFDM-based systems is more challenging: other
CRSs corresponding to different antenna ports are spread
among different subcarriers. The idea presented in this
paper is to use the time series representation of an OFDM
frame as a code (similar to GPS PRN). The time series
representation of the OFDM frame should contain all the
available resources (including the PSS, SSS, and CRSs
corresponding to all antenna ports), and is referred to as
the ultimate reference signal (URS). In this paper, in order
to generate the URS, the subcarriers corresponding to all
antenna ports are used. After reconstruction of the OFDM
frame (which is performed only once at the receiver) and
considering all the available resource elements, including
the CRSs corresponding to all antenna ports, the time
representation of the frame (i.e., the URS) is used as a
PRN-like code in the GPS-like tracking loops. The phase-
locked-loop (PLL) and the delay-locked loop (DLL) track
the carrier and code phases of the URS, respectively,
eliminating the need to reconstruct the frame and detect
the CRS at every time epoch corresponding to the frame
start time.

In state-of-the-art opportunistic LTE receiver in [20],
only one OFDM symbol of the CRS resources corre-
sponding to p = 0 was exploited, as shown in blue in
Fig. 1. Two metrics are defined to compare state-of-the-
art receiver with the proposed receiver

• rB,RS: bandwidth ratio of the RS versus the entire
downlink bandwidth of the LTE signal. Higher rB,RS

means narrower autocorrelation function (ACF),
which results in more precise TOA estimation.

• rT,RS: duty factor, i.e., the percentage of time in
which the RS is active. Higher rT,RS results in a
more accurate carrier phase and Doppler estimation.

The state-of-the-art receiver has rT,CRS = 1
140 =

0.71% (only one OFDM symbol is active), where 140
is the total number of OFDM symbols in an OFDM
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frame. In the proposed approach, the various available
ports are utilized. The combined CRSs from different
antenna ports define the so-called URS. In other words,
the combined OFDM REs depicted in Fig. 1 represent
the URS. To study the spectral efficiency rB,URS and duty
factor rT,URS of the URS, the number of active subcarriers
and symbols were obtained from the URS frame structure,
as shown in Fig. 2.

Assuming a URS symbol is active if 10 or more
subcarriers are active within that OFDM symbol results in
having 60 active symbols; hence, rT,URS = 60

140 = 42.86%
(in contrast to rT,CRS = 0.71%). For the bandwidth ratio,
Fig. 2 shows that rB,URS = rB,CRS = 100%. Therefore,
one concludes the following advantages of the proposed
URS:

• The proposed URS exploits 24,000 REs compared to
200 REs in past receivers, which means the received
power is amplified by a factor up to 120 ≈ 21 dB.
Fig. 3 shows the relative normalized magnitude
of the CRS-based and the proposed URS-based
squared ACF, assuming unity equivalent power
among all REs. The gain factor results in rgain ≈√

1
6.29687×10−5 = 126.02. This gain increase is due

to the additional CP REs before converting the frame
to serial data by taking the inverse fast Fourier
transform (IFFT) of each OFDM symbol.

• The proposed URS improves the duty cycle by a
factor of 60, which improves the carrier phase esti-
mation accuracy and initial Doppler shift estimation.

Essentially, exploiting more REs in the time-domain
has a direct impact on increasing the accuracy of code
phase estimation. In the DLL tracking loop, the correla-
tion between the received signal and the URS updates the
prompt correlations whose phase has a direct impact on
the performance of the PLL tracking loop from which
carrier phase is estimated. As such, higher duty cycle
improves the accuracy of the carrier phase estimation,
leading to less carrier phase error. Besides, increasing the
duty factor, i.e., exploiting more symbols in the URS,
results in accumulating more power. Increasing the power
results in an increase in the CNR, which in turn results in
improving the probability of detection. Moreover, in terms
of estimating the code and carrier phase, it is known that
phase estimation error depend on the CNR and correlation
properties [17]. Exploiting the CRS corresponding to all
antenna ports results in higher duty factor, which yields
less code and carrier phase errors.

III. Proposed Time-Domain Receiver

This section presents a time-domain-based receiver
that operates on the proposed URS to exploit time or-
thogonality and extract navigation observables from the
received LTE signals. State-of-the-art LTE navigation
receivers only consider the orthogonality of the synchro-
nization and channel estimation RSs in the frequency-
domain, i.e., the transmitted OFDM frame is always
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reconstructed from the received time-domain serial data.
Then, the navigation observables are estimated by uti-
lizing the RS with the highest bandwidth. This approach
was adopted from a communication perspective, in which
it is necessary to reconstruct the OFDM frame to extract
various system information, which allows two-ways com-
munication between the UE and the eNodeB. However,
for opportunistic UE-based navigation, the ultimate goal
is to obtain navigation observables by utilizing the most
available frequency (bandwidth) and time (duty factor)
resources in the received signal. The proposed receiver
exploits all available REs, which are combined and used
simultaneously in a time-domain-based URS denoted by
URSt

i, where i is the eNodeB physical Cell ID. The
rest of the section presents: (i) URS generation and (ii)
receiver stages: acquisition and tracking.

A. URS Generation

In the frequency-domain, the CRS sequences corre-
sponding to different antenna ports and subframes are
generated and mapped to the OFDM frame according
to Section 6.10.1 in [24]. After allocating all CRS REs
in the OFDM frame and assigning zero to the rest of
REs. The resulting frame represents the frequency-domain
URS denoted as URSf

i . The URSf
i is converted into

a serial time-domain-based sequence URSt
i by zero-

padding 1
2N

max,DL
RB − NDL

RB REs on both sides of the
signals in the frequency-domain. Then, the IFFT is taken,
and the CP elements are added, which are nothing but an
identical copy of the portion of the OFDM symbol ap-
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pended before the OFDM symbol to prevent intersymbol
interference (ISI). This procedure is the exact procedure
occurring at the eNodeB, except for having zeros instead
of having data in the data allocated REs, which is a
necessary condition to prevent interference and guarantee
orthogonality of the URSt

i.

B. Acquisition and Tracking

After generating the URS, acquisition is performed to
determine eNodeBs in the UE’s proximity and find their
corresponding coarse estimates of code phase and Doppler
shift. Next, GPS-like receiver tracking loops (as in [25])
can be employed to refine these estimates and produce
navigation observables. This can be done by essentially
replacing the GPS code generator by the URS generator.

IV. Experimental Results

This section presents an experimental demonstration
of the proposed receiver mounted on a ground vehicle
navigating in a real-world GPS-denied environment. A
mapping campaign was conducted before the experiment
to locate LTE eNodeBs in the environment. The vehi-
cle was driven in the Mojave Desert at Edwards AFB,
California, USA, during the intentional GPS jamming
exercises, known as NAVFEST. The vehicle’s trajectory
was composed of three segments: (A) GPS signals were
available (0–40 seconds; 1.1 km), (B) GPS signals were
intermittent (40–50 seconds; 0.4 km), and (C) GPS signals
were not available (50–180 seconds; 3.5 km).

A. Hardware Setup

Six high-power jammers and one portable box jammer
were spread over an area of approximately 50 miles north
of Edwards AFB. Fig. 4 shows the J/S heatmap; which
actually extends outside the depicted rectangle; however,
this was the only data provided by Edwards AFB.

10 km

Cellular + GPS

Laptop

SDR
MATRIX

USRPs

GNSS RTK
antennas

+

+

IMU
+

Fig. 4. Environment layout and J/S heatmap. The ground vehicle
vehicle’s trajectory is within the dashed white rectangle.

The ground vehicle, shown in Fig. 4, was equipped
with a National Instrument (NI) universal software radio
peripheral (USRP), two consumer-grade Laird cellular
antennas, PCIe cable, laptop, and a Septentrio GNSS-
inertial measurement unit (IMU) system, comprising a
multi-frequency GNSS AsteRx-i V receiver, an industrial-

grade Vectornav VN-100 micro-electromechanical sys-
tem (MEMS) IMU, and a dual-GNSS antenna system.
The vehicle-mounted GNSS-IMU was used to obtain
the vehicle’s ground truth trajectory, utilizing signals
from non-jammed GNSS constellations (Galileo and
GLONASS). The USRP utilized a GNSS-disciplined os-
cillator (GNSSDO) and was tuned to listen to two carrier
frequencies corresponding to the U.S. cellular providers:
Verizon Wireless and T-Mobile, as tabulated in Table II.

TABLE II
eNodeBs’ Characteristics

eNodeB Carrier frequency Cell ID Cellular provider
1 751 MHz 417 Verizon
2 751 MHz 399 Verizon
3 751 MHz 393 Verizon
4 751 MHz 402 Verizon
5 2145 MHz 186 T-Mobile
6 2145 MHz 195 T-Mobile
7 2145 MHz 489 T-Mobile

B. Tracking Results

The receiver discussed in Section III was used to
acquire and track signals from 7 LTE eNodeBs (see Fig.
4). A second-order PLL with bandwidth of 6 Hz was
employed to track the carrier phase, and a carrier-aided
DLL whose loop filter is a simple gain K = 0.2 was used
to track the code phase.

Fig. 5 shows the code phase tracking error. From Table
II and Fig. 5, it can be inferred that the receiver was able
to track LTE signals at 751 MHz and 2145 MHz, with
the tracking loops failing to track as the receiver drove
further away from the eNodeBs. It is worth noting that not
all seven eNodeBs were continuously tracked along the
entire trajectory. In particular, while eNodeB 1, 2, and 7
were continuously tracked along the receiver’s trajectory,
eNodeBs 5 and 6 were tracked during the earlier part of
the trajectory, while eNodeBs 3 and 4 were tracked during
the latter part of the trajectory.

Fig. 6 shows the tracking results: (i) CNR, (ii) pseu-
dorange estimates versus expected ranges (the latter cal-
culated from the receiver’s ground truth trajectory and
eNodeBs’ positions), and (iii) range error (i.e., difference
between pseudorange and range). The CNR is calculated
from CNR = Pr−N0

N0T
, where Pr, N0, and T denote the

received signal power, noise power, and subaccumulation
time interval, which is set to the LTE frame duration.

From Fig. 6(a), it can be seen that the CNR for
tracked eNodeBs is about 50 dB-Hz, with some of the
closer eNodeBs having a CNR exceeding 75 dB-Hz. The
intermittency in tracking is due to the receiver tracking
loops failing to acquire/track all eNodeBs along the entire
trajectory. From Fig. 6(b), it can be seen that eNodeBs
3 and 6 were tracked, while being 25.5 km and 23.6
km, respectively, away from the vehicle. The drift in
the range error in Fig. 6(c) is due to the combined
receiver–eNodeB’s clock error, which is dominated by
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the eNodeB’s clock error, since the receiver possessed
a GNSSDO. These drifts are indicative of the eNodeBs
being equipped with high-quality oven-controlled crystal
oscillators (OCXOs). The correlatedness observed among
some of the eNodeBs could be due to the “loose” network
synchronization: eNodeBs need to be synchronized, as per
the 3GPP standards, with certain eNodeBs tend to exhibit
tighter synchronization, forming so-called “clusters” [6].
It is worth noting in Fig. 6(c) starting segment (C), which
is when GPS signals become completely unavailable,
there seems to be an “inflection” point impacting the
range error. It is speculated that this is due to the jamming
impact on eNodeBs’ clocks; however, it is difficult to
assert such statement.
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Fig. 6. Cellular LTE tracking results: (i) CNR, (ii) pseudorange
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C. Navigation Solution

The navigation filter fused code phase measurements
from all eNodeBs via an extended Kalman filter (EKF) to
estimate the vehicle-mounted receiver’s 3-D position rr
and velocity ṙr and relative clock bias and drift between
the receiver’s and eNodeBs’ clocks {δtr−δts,u}7u=1 and{
δ̇tr−δ̇ts,u

}7

u=1
, respectively. As observed in [21], and

due to high vertical dilution of precision when using
terrestrial eNodeBs alone, the vertical estimation error

was much higher than horizontal errors. As such, 2-D
navigation errors are reported and compared with those
achieved in [21]. The EKF dynamics and measurement
models are described in [21]. Using expressions relating
CNR to measurement noise variances [20], the variances
were found to vary between 0.2 – 22 m2.

After traversing a trajectory of 5 km in 180 seconds,
a 2-D position RMSE of 2.6 m and a 2-D maximum error
of 4.5 m were achieved using only LTE signals, without
using other sensors (see Fig. 7). This unprecedented
accuracy is an order of magnitude lower than previously
published results in the same environment and same
collected raw LTE in-phase and quadrature samples, in
which a 2-D position RMSE of 29.4 m was achieved
[21]. While the state-of-the-art receiver in [21] was only
able to acquire and track the 5 km-away eNodeB 1, the
proposed receiver acquired and tracked weaker signals
from eNodeBs 2–6. The GPS-IMU navigation solution
exhibited a position RMSE of 237.9 m.

Zaher M. Kassas, Senior Member, IEEE
The Ohio State University, USA

Ali Abdallah
University of California, Irvine, USA

V. Conclusion

A high-sensitivity receiver was presented, which could
exploit downlink OFDM-based cellular signals from mul-
tiple logical antenna ports simultaneously. The efficacy of
the receiver was demonstrated in a real-world GPS-denied
environment, in which the receiver produced pseudorange
estimates to 7 LTE eNodeBs. The pseudoranges were
fused via an EKF to navigate a ground vehicle for 5
km in 180 seconds, achieving a two-dimensional position
RMSE of 2.6 m. One of the eNodeBs was more than
25 km away. It is worth highlighting that while cellular
frequencies were not directly jammed, it is known that
cellular infrastructure timing is disciplined to GPS/GNSS
timing. Nevertheless, despite GPS jamming, the cellu-
lar signals were profitably exploitable via the proposed
receiver, while the timing of each cellular transmitter
was estimated via the navigation filter. This enabled the
vehicle to navigate to an unprecedented level of accuracy
without GNSS signals. This paper justified conclusively
”No GPS, No Problem.”
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Fig. 7. Navigation solutions of GNSS-IMU, GPS-IMU, and cellular LTE. Map data: Google Earth.
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ABSTRACT
An observability analysis of terrestrial receiver localization via pseudorange measurements extracted from a single low Earth
orbit (LEO) satellite is presented. It is concluded that a stationary receiver with an unknown state (position and time) can
localize itself with measurements from a LEO satellite with a known state (position, velocity, and time). In addition, bounds
on the determinant of the observability matrix are derived. The relationship between the satellite’s relative orbital inclination
angle and geometric diversity of the line-of-sight vectors from the receiver to the satellite is analyzed, leading to geometric
interpretations indicating directions of poor observability. Experimental results are presented showcasing the conclusions of
the observability analysis for a receiver localizing itself with a single Starlink LEO satellite or a single Orbcomm LEO satellite.
Finally, an observability-aided LEO satellite selection strategy is discussed.

I. INTRODUCTION
We are witnessing the era of Low Earth orbit (LEO) satellite megaconstellations (Reid et al., 2020; Kulu, 2021). These
megaconstellations promise to revolutionize several domains, bringing unprecedented high-resolution images; remote sensing;
and global, high-availability, high-bandwidth, and low-latency Internet (Liu et al., 2021; Judice et al., 2022; Okasha et al.,
2022). Due to LEO satellites’ inherently desirable attributes (Kassas et al., 2019), namely: (i) geometric and spectral diversity,
(ii) abundance, (iii) high received signal power, and (iv) high orbital velocity, LEO satellites offer an attractive alternative to
global navigation satellite systems (GNSS), which reside in medium Earth orbit (MEO) (Reid et al., 2021; Kassas, 2021; Prol
et al., 2022; Jardak and Jault, 2022). The promise of utilizing LEO satellites for navigation has been the subject of numerous
recent theoretical (Wei et al., 2020; Thompson et al., 2020; Psiaki, 2021; Nardin et al., 2021; Hartnett, 2022; Cassel et al., 2022;
Jiang et al., 2022; Iannucci and Humphreys, 2022; Elgamoudi et al., 2020) and experimental (Tan et al., 2019; Farhangian and
Landry, 2020; Farhangian et al., 2021; Wang and El-Mowafy, 2022; Huang et al., 2022; Li et al., 2022; Khalife et al., 2022;
Neinavaie et al., 2022; Zhao et al., 2022) studies.

LEO satellites orbit the Earth at much higher rates than GNSS satellites. Contrast, for example, the orbital period of a GPS
MEO satellite (11 hr, 58 min) with that of Orbcomm LEO satellites (about 99 min) and Starlink LEO satellites (about 96 min).
This yields significant change in their geometry, which can be exploited to localize a terrestrial receiver with fewer satellites. In



particular, while four GNSS satellites are needed to estimate the states of the receiver via a static estimator (e.g., nonlinear least
squares), a single LEO satellite can be used to localize the receiver via a dynamic estimator (e.g., an extended Kalman filter
(EKF)) by fusing consecutive LEO measurements taken over a relatively short period of time. A few studies demonstrating
the impact of receiver localization using a small number of satellites have been conducted in the literature. In (Pike et al.,
2022), pseudorange and Doppler measurements were combined for stationary receiver positioning using two and three satellites
without the use of a base station or differential positioning techniques.

Observability analysis with LEO satellites has been studied in the context of space situational awareness with relative position
measurements (Ou and Zhang, 2018; Yong and Zhang, 2019; Friedman, 2020) and orbit determination with angles-only
measurements (Kaufman et al., 2016; Sullivan et al., 2018; Friedman and Frueh, 2021). Moreover, observability of planar
environments comprising terrestrial transmitters with unknown positions and time have been studied in (Kassas and Humphreys,
2012), where estimability was numerically assessed from the EKF’s estimation error covariance, and in (Morales and Kassas,
2019), where the Riccati equation was analyzed to conclude that simultaneously estimating the receiver’s and transmitter’s
time is stochastically unobservable. However, observability analysis with a small number of LEO satellites in the context of
localization has not been thoroughly studied. In (Sabbagh and Kassas, 2023), an observability analysis of three-dimensional
receiver localization via pseudorange measurements extracted from the signals of a single LEO satellite was conducted. It was
shown that a stationary receiver with an unknown state (position and time) can theoretically localize itself with a LEO satellite
with a known state (position, velocity, and time). In addition, analytical bounds on the determinant of the l-step observability
matrix were derived indicating directions of poor observability. It was concluded that the system becomes unobservable if the
receiver is in the satellite’s orbital plane or along the normal to the satellite’s orbital plane.

This paper aims to summarize the results presented in (Sabbagh and Kassas, 2023), with an emphasis on the implications
of the analysis on observability-aided LEO satellite selection. Namely, empirical surface plots of the observability matrix
can aid in selecting the satellite with desired (i) visibility duration, (ii) elevation profile, and (iii) altitude and relative orbital
inclination angle. Finally, experimental results are presented showcasing the conclusions of the observability analysis for a
receiver localizing itself with a single Starlink satellite or a single Orbcomm satellite.

The remainder of the paper is organized as follows. Section II describes the dynamics and measurement models. Section III
analyzes analytically the observability of receiver localization using pseudorange measurements from a single LEO satellite
and gives geometric interpretations of the derived results. Section IV presents experimental results with Orbcomm and Starlink
LEO satellites, demonstrating the implications of the observability analysis on the estimation performance. Section V presents
a discussion on observability-aided LEO satellite selection for improved receiver localization.

II. PRELIMINARIES AND MODEL DESCRIPTION
1. Observability of LTV Systems
Consider the discrete-time (DT) linear time-varying (LTV) dynamical system Σ given by

Σ :

{
x(k + 1) = F(k)x(k) +G(k)u(k),

y(k) = H(k)x(k),
(1)

where x ∈ Rn, u ∈ Rp, and y ∈ Rq are the system state, input, and measurement vectors at time-step k, respectively, and
k ∈ N. The state transition matrix corresponding to Σ from time-step j to time-step i is given by

Φ(i, j) ≜

{
F(i− 1)F(i− 2) · · ·F(j), if i > j,

In×n, if i = j,

where In×n denotes an n × n identity matrix. The following theorem characterizes the observability of DT LTV systems via
the l-step observability matrix (Rugh, 1996).

Theorem I: The DT LTV system (1) is l-step observable if and only if its corresponding l-step observability matrix

O(k, k + l − 1) ≜


H(k)Φ(k, k)

H(k + 1)Φ(k + 1, k)
...

H(k + l − 1)Φ(k + l − 1, k)

 , (2)



is full rank. Theorem I can be applied to nonlinear systems by linearizing at each time-step k around x(k). The achieved
observability results therein will only be valid locally (Huang et al., 2010).

2. Receiver Dynamics
The terrestrial receiver’s position rr ∈ R3 is assumed to be fixed in the Earth-centered inertial (ECI) frame and its distance
from the center of Earth is denoted by r = ∥rr∥2. The dynamics of the receiver’s clock error states (i.e., bias δtr and drift δ̇tr)
is modeled as a double integrator driven by process noise (Bar-Shalom et al., 2002). The receiver’s dynamics is given by

xr(k + 1) = Fr xr(k) +wr(k),

where xr ≜
[
rT
r , c δtr, c δṫr

]T is the receiver’s state vector, c denotes the speed of light, and wr is a process noise modeled as
a zero-mean white random sequence with covariance Qr = diag [03×3, Qcr]. The receiver state matrix is

Fr =

[
I3×3 03×2

02×3 Fclk

]
, Fclk =

[
1 T
0 1

]
,

where T is the sampling period. In this letter, the simplest receiver dynamics was considered to focus on the change in geometry
due to the moving satellite. More elaborate receiver dynamics could be considered in future work.

3. LEO Satellite Dynamics
The LEO satellite is assumed to follow a circular Keplerian orbit with fixed inclination and a prescribed orbital radius denoted by
a = ∥rs(t)∥2 where 0 < r < a. Under the action of Earth’s gravitational field, the satellite’s orbital dynamics in continuous-time
will be assumed to follow a simplified two-body model given by

r̈s(t) = − µ

a3
rs(t) +ws(t), (3)

where rs ∈ R3 is the satellite’s position in the ECI frame and ws is a process noise vector of acceleration perturbations resulting
from Earth’s non-uniform gravitational potential, atmospheric drag, solar radiation pressure, gravitational pull of other celestial
bodies, and general relativity (Montenbruck and Gill, 2000). The following constraints on the satellite dynamics hold ∀ t > 0

⟨rs(t) , rs(t)⟩ = a2,

⟨ṙs(t) , ṙs(t)⟩ = α2 a2,

⟨rs(t) , ṙs(t)⟩ = 0 ,

where α2 ≜ µ/a3. The dynamics of the satellite’s clock bias δts and drift δ̇ts are modeled similarly to the receiver’s clock error
dynamics (Bar-Shalom et al., 2002). Next, the satellite dynamics in (3) can be discretized at a sampling period T to yield

xs(tk+1) = Fs xs(tk) +ws(tk),

where xs =
[
rT
s , ṙ

T
s , c δts, c δṫs

]T is the satellite’s state vector and ws is a process noise modeled as a zero-mean white random
sequence with covariance Qs, and Fs is given by

Fs =

[
cos(αT ) I3×3 (1/α) sin(αT ) I3×3 03×2

−α sin(αT ) I3×3 cos(αT ) I3×3 03×2

02×3 02×3 Fclk

]
.

4. Measurement Model
The pseudorange measurement extracted by the receiver (Pinell, 2021) from the satellite signals at time-step k, after compensating
for ionospheric and tropospheric delays (Kassas, 2021), is modeled as

ρ(k) = ∥rr − rs(k
′)∥2 + c (δtr(k)− δts(k

′)) + v(k), (4)

where k′ represents discrete-time tk = k T − δtTOF with δtTOF being the transmission delay of the signal. The term v is the
measurement noise, which is modeled as a zero-mean white Gaussian sequence with variance σ2.



III. OBSERVABILITY ANALYSIS
This section summarizes the analytical observability results derived in (Sabbagh and Kassas, 2023) for receiver localization
with a single LEO satellite under two scenarios. The first scenario considers a receiver with unknown position states but known
clock error states. Results from this simple scenario will serve as a stepping stone towards the second scenario, which considers
a receiver with unknown position states and unknown clock error states. In each scenario, the satellite’s states are assumed to be
known, which is the case whenever (i) a satellite transmits its ephemeris and clock errors (e.g., Orbcomm satellites transmit their
states, estimated from onboard GPS receivers (Kassas, 2021)) or (ii) an estimator is employed to estimate the LEO satellite’s
states (e.g., via a differential navigation framework utilizing a known base receiver (Khalife et al., 2020), via a simultaneous
tracking and navigation (STAN) framework (Kassas, 2021)), or via an analytical and/or machine-learning satellite tracking
framework (Shen et al., 2019; Khairallah and Kassas, 2021; Haidar-Ahmad et al., 2022)). It is worth noting that instead of
estimating the receiver’s clock error states, the following analysis readily extends to the case of estimating the difference between
the receiver’s and LEO satellite’s clock error states (Khairallah and Kassas, 2022), ∆δt ≜ δtr − δts and ∆δ̇t ≜ δ̇tr − δ̇ts,
which could be desirable for stochastic observability considerations (Morales and Kassas, 2019).

The nonlinear pseudorange measurement (4) is linearized at time-step k with respect to the unknown receiver states and the
corresponding Jacobian matrix is used to build the l-step observability matrix. The scenarios are summarized below

• Scenario 1: A stationary receiver with unknown position states but known clock error states makes pseudorange
measurements to a LEO satellite with known states. The measurement Jacobian is given by H(k) = lTk.

• Scenario 2: A stationary receiver with unknown position states and clock error states makes pseudorange measurements
to a LEO satellite with known states. The measurement Jacobian is given by H(k) =

[
lTk 1 0

]
.

Above, lk ∈ R3 denotes the unit line-of-sight (LOS) vector between the receiver and satellite at time-step k, given by

lk ≜
rr − rs(k)

∥rr − rs(k)∥2
.

In what follows, the l-step observability of the aforementioned scenarios is investigated, and bounds on the determinants of
observability matrices therein are derived.

1. Scenario 1: Pseudorange Measurements with Unknown Receiver Position States but Known Clock Error States
In this scenario, the only unknown states are the receiver’s position, and the 3-step observability matrix is given by

O(k, k + 2) = [lk lk+1 lk+2]
T
, (5)

where the transition matrix Φ = I3×3 and the measurement Jacobian H(k) = lTk are used to build O(k, k + 2). Let
O(k, k + 2) ≜ O3. An expression for det(O3) is derived as a function of the relative geometry between the receiver and the
satellite.

Theorem II: Let cn ≜ cos(αnT ), sn ≜ sin(αnT ), and

βk ≜
1

∥∆r(k)∥2 ∥∆r(k + 1)∥2 ∥∆r(k + 2)∥2
,

where ∆r(k) ≜ rr − rs(k). The determinant of the 3-step observability matrix in (5) is given by

det(O3) = βk (2 s1 − s2) a
2 r sin(θ), (6)

where θ is the angle between the receiver’s position vector rr and the orbital plane of the LEO satellite.

Proof: The determinant of O3 is equal to the scalar triple product of its rows which are given by the unit LOS vectors lk, lk+1,
and lk+2. Expanding this product in terms of the state variables of the receiver-satellite dynamics will yield the desired result
(for details of the proof see (Sabbagh and Kassas, 2023, Theroem II)). ■

Hereafter, θ is referred to as the relative orbital inclination angle between the receiver and the LEO satellite. Ideally, θ is
assumed constant for a stationary receiver during the time window through which it is seeing a LEO satellite. In what follows,
time-independent bounds on det(O3) are derived.



Corollary I: The determinant of the 3-step observability matrix in (5) can be bounded as follows

0 ≤ L(θ) ≤ det(O3) ≤ U(θ),

L(θ) =
(2 s1 − s2) a

2 r sin(θ)

(a2 + r2 + 2 a r cos(θ))
3/2

,

U(θ) =
(2 s1 − s2) a

2 r sin(θ)

(a2 + r2 − 2 a r cos(θ))
3/2

,

where 0 ≤ θ ≤ π/12 and 0 ≤ αk T ≤ π/6 for all k ∈ N.

Proof: Using the law of cosines, it can be deduced that the coefficient βk satisfies
(
a2 + r2 + 2 a r sin(θ)

)−3/2 ≤ βk ≤(
a2 + r2 − 2 a r sin(θ)

)−3/2 for all k ∈ N (for details of the proof see (Sabbagh and Kassas, 2023, Corollary I)). ■

The inequalities on θ and αk T are placed with the understanding that a LEO satellite should be visible for a long enough time
to provide useful measurements. From the observability analysis of Scenario I, the following can be deduced:

Proposition I: If the receiver is in the orbital plane of the LEO satellite, the system is not l-step observable.

Proof: If the receiver is in the orbital plane of the LEO satellite, then θ = 0. This implies that U(θ) = 0. As a result,
det(O3) = 0 and O3 is rank deficient. In fact, the rows of Ol, which represent consecutive unit LOS vectors tracing the
satellite’s orbit, are coplanar lying in the orbital plane of the satellite. As a result, rank[Ol] ≤ 2, for all l ≥ 2. ■.

Remark I: The unobservable subspace in the case above is spanned by the normal to the satellite’s orbital plane, otherwise
known as the satellite’s cross direction. This implies that initial receiver position states along this direction are indistinguishable.
The impact of this on localization using a single overhead LEO satellite is demonstrated in Section IV.

Proposition II: If the receiver is not in the orbital plane of the LEO satellite, the system is l-step observable for l ≥ 3.

Proof: If the receiver is not in the orbital plane of the LEO satellite, then θ ̸= 0. As a result, L(θ) > L(0) > 0, and det(O3) ̸= 0
with rank[Ol] = 3, for all l ≥ 3. In fact, the rows of Ol, which represent consecutive unit LOS vectors tracing the satellite’s
orbit, are no longer coplanar. This implies that the corresponding scalar triple product of any three consecutive unit LOS vectors
is nonzero within a single orbital period. ■

2. Relationship Between the relative orbital inclination θ and the Geometric Diversity of the LOS Vectors
The above analysis and (6) show that the size of θ normalized by the cube of the receiver-satellite range can measure how close
the l-step observability matrix is to singularity. In other words,

det(O3) ∝ βk sin(θ).

As a result, a relationship between the singularity of O3 and the geometric diversity of the unit LOS vectors can be established.
Namely, the following observations can be made:

• For small θ, the receiver is near the orbital plane of the satellite so that the LOS vectors are almost coplanar.

• For large θ, the receiver is far enough from the satellite so that the LOS vectors are almost collinear.

• In both extremes, the LOS vectors have poor geometric diversity.

As a visual aid to illustrate the impact of θ on the determinant of the observability matrix, an exaggerated comparison between
the geometric diversity of the LOS vectors created between the LEO satellite and three receivers A, B, and C is shown is shown
in Figure 1. These receivers result in three drastically different values of θ, which result in LOS vectors with varying geometric
diversity. For example, receiver A makes LOS measurements that are relatively closer to each other compared to receiver C
(large θ), and receiver B makes LOS measurements that are coplanar in the orbital plane of the LEO satellite (small θ).

A study on the singularity of O3 is shown in Figure 2(a), where the values of det(O3) were computed from simulated LOS
vectors created between a stationary receiver and a satellite traveling along a circular orbit at an altitude of 521 km (computations
were repeated for varying values of θ ∈ [0, π/12]). It is observed that det(O3) drastically diminishes for θ values which are too
small or too large, implying that a “favorable” relative orbital inclination region (shown in Figure 2 in yellow) lying in between



the two extremes exists where det(O3) is ideal over the navigation window of the receiver. In summary, for configurations
with θ larger than zero, the geometric diversity of the LOS vectors improves up to a certain point, which is a favorable region
that optimizes the geometric diversity of the LOS vectors. Upon further increasing θ, the geometric diversity starts to slowly
degrade.

Line-of-Sight

Normal to Orbital Plane

Orbital Plane

Receiver C

Vectors

Moving
Satellite

Figure 1: Comparison between the geometric diversity of the LOS vectors based on the relative orbital inclinations θA, θB , and θC
(θA ≫ θC ≫ θB) created between the LEO satellite and receivers A, B, and C, respectively. Receiver A makes LOS measurements that are
relatively closer to each other compared to receiver C (large θ), and receiver B makes LOS measurements that are coplanar in the orbital

plane of the LEO satellite (small θ).

3. Scenario 2: Pseudorange Measurements with Unknown Receiver Position States and Unknown Clock Error States
In this scenario, the receiver state is unknown, and the 5-step observability matrix is given by

O(k, k + 4) =

[
lk lk+1 lk+2 lk+3 lk+4

1 1 1 1 1
0 T 2T 3T 4T

]T

, (7)

where the transition matrix Φ = Fr ∈ R5×5 and the measurement Jacobian H(k) =
[
lTk 1 0

]
∈ R1×5 are used to build

O(k, k+ 4). Let O(k, k+ 4) ≜ O5. Next, an expression for det(O5) is derived as a function of the relative geometry between
the receiver and the satellite.

Proposition III: Let m, n, and p ∈ N with m < n < p, then the following equality holds

lm · (ln × lp) = γmnp β
k
mnp a

2 r sin(θ),

where the scalars γmnp > 0 and βk
mnp > 0 are given by

γmnp ≜ sn−m + sp−n − sp−m,

βk
mnp ≜

1

∥∆r(k +m)∥2 ∥∆r(k + n)∥2 ∥∆r(k + p)∥2
,

where 0 ≤ θ ≤ π/12 and 0 ≤ αk T ≤ π/6 for all k ∈ N.

Proof: The proof proceeds similarly to that of Theorem II. ■

Theorem III: The determinant of the 5-step observability matrix in (7) is given by

det(O5) = T (a1 − a2 + a3 − a4) a
2 r sin(θ), (8)



where a1, a2, a3, and a4 are scalars given by

a1 = γ012 (β
k
012 + βk

234) + γ014 (β
k
014 + βk

034),

a2 = 2
(
γ013 β

k
013 + γ024 β

k
024 + γ134 β

k
134

)
,

a3 = 3 γ023
(
βk
023 + βk

124

)
,

a4 = 4 γ123 β
k
123.

Proof: The determinant of O5 can be expressed in terms of a product of determinants involving block partitions of O5 via the
Schur complement formula. This yields an alternative expression for det(O5), given by

det(O5) = T

∣∣∣∣∣∣∣
lTk − 4 lTk+3 + 3 lTk+4

lTk+1 − 3 lTk+3 + 2 lTk+4

lTk+2 − 2 lTk+3 + lTk+4

∣∣∣∣∣∣∣ .
By expanding the above determinant, the resulting terms can be grouped using Proposition III, resulting in (8). ■

Time-independent bounds on βk
m,n,p can be derived as in the proof of Corollary I, so that d−3

max ≤ βk
mnp ≤ d−3

min for all k, m,
n, and p ∈ N. Bounds on det(O5) are presented next.

Corollary II: The determinant of the 5-step observability matrix in (8) can be bounded as follows

L(θ) ≤ det(O5) ≤ U(θ),

L(θ) = 16 s31 (1− c1) a
2 r T

(
1

d3max

− 1

d3min

)
sin(θ),

U(θ) = 16 s31 (1− c1) a
2 r T

(
1

d3min

− 1

d3max

)
sin(θ),

where 0 ≤ θ ≤ π/12 and 0 ≤ αk T ≤ π/6 for all k ∈ N.

Proof: The proof proceeds similarly to that of Corollary I. ■

Based on Theorem III and Corollary II, the following observability results are deduced.

Proposition IV: If the receiver is in the orbital plane of the satellite or along the normal to the orbital plane of the satellite, the
system is not l-step observable.

Proof: By construction, unobservable directions in Scenario I are inherited into Scenario II where additional receiver states
are now unknown. Furthermore, if the receiver is along the normal to the orbital plane of the satellite, the minimum and
maximum Euclidean distances between the receiver and the LEO satellite become equal which results in U(θ) = U(π2 ) = 0 and
L(θ) = L(π2 ) = 0, implying that det(O5) = 0. In fact, since a constant distance is maintained between the receiver-satellite
pair, the stationary receiver can no longer disambiguate between its initial clock bias and the initial range from the satellite, no
matter how many pseudorange measurements it makes from that satellite. At best, a one-dimensional unobservable subspace of
R5 is maintained, so that rank[Ol] ≤ 4, for all l ≥ 4. ■

Proposition V: If the receiver is not in the orbital plane of the satellite, nor along the normal to the satellite’s orbital plane, the
system is l-step observable for l ≥ 5.

Proof: It is enough to show by contradiction that the matrix O5 in this setting is non-singular (for details of the proof see
(Sabbagh and Kassas, 2023, Proposition V)). ■

4. Comparison between Scenario I and Scenario II
The same study on the singularity of O5 is done and the corresponding observability surface is generated and compared to the
previous Scenario. It can be observed that the observability surface in Figure 2(b) is smaller compared to Figure 2(a). This
reflects poorer observability conditions and loss of information due to the addition of unknown receiver states to the system.
Additionally, while in both scenarios, the determinant of the observability matrix vanishes when the receiver is in the orbital
plane, as θ grows past the favorable region, the determinant in Scenario II approaches singularity much faster.



(a) (b)

Figure 2: Values of det(O3) (left) and det(O5) (right) computed for different values of θ in radians at each time-step k.

Finally, it is important to note that while the unobservable subspaces discussed are of zero measure and assume an ideal setting
(perfect knowledge of a circular satellite ephemeris, non-rotating spherical Earth, etc), in a real setting, the satellite’s orbit will
experience random perturbations such that a receiver localizing itself would not lie along the derived unobservable subspaces.
This suggests that theoretically, a receiver with an unknown state can indeed localize itself using pseudorange measurements
from a single LEO satellite. Section IV will show the effect of the unobservable direction to receiver localization.

IV. EXPERIMENTAL RESULTS
To demonstrate the conclusions of the observability analysis on receiver localization, an experiment was conducted whereby
pseudorange measurements, extracted from carrier phase observables (Khalife et al., 2020, 2022), from one Starlink satellite
and one Orbcomm satellite were used to localize a stationary receiver using an EKF for LEO satellite visibility durations of 74
and 317 seconds, respectively. The Starlink and Orbcomm satellites possess average relative orbital inclinations of θ = 0.01457
rad and θ = 0.00410 rad, respectively, indicating that the receiver is relatively close to being in their orbital planes during each
navigation window. For both satellites, the analysis in Section III shows that the determinant of the corresponding observability

Table 1: Receiver localization error

Satellite Direction Initial Error Final Error

Along (m) -603.94 -67.14
Starlink Cross (m) -682.25 –768.41

Radial (m) -555.90 81.40
Overall (m) 1,067.35 775.62
Along (m) 604.47 -51.35

Orbcomm Cross (m) -722.25 -689.29
Radial (m) -856.47 7.79
Overall (m) 1,273.30 691.24

matrices is expected to be small enough so that the directions normal to the LEO satellites’ orbital planes become nearly
unobservable. The objective of the experiment is therefore to demonstrate that receiver localization using near-overhead passing
LEO satellites will suffer from poor information in the direction normal to the LEO satellite’s orbital plane. This implies that
any initial receiver position error in the direction along the normal to the LEO satellite’s orbital plane will not reduce in the EKF,
due to the observability matrix being nearly singular. For the Starlink satellite, the satellite’s states were estimated according to
the framework discussed in (Khalife et al., 2022), which estimated the satellite’s ephemeris via simplified general perturbation
4 (SGP4) orbit propagator initialized with two-line element (TLE) files. For the Orbcomm satellite, the satellite’s states were
obtained by decoding the downlink signal, which contains ephemeris and clock errors, estimated via the satellite’s onboard GPS
receivers (Khalife et al., 2020).



The localization results are shown in Figs. 3 and 4, where the receiver’s position estimation errors and the ±3σ-bounds are
resolved along the LEO satellite’s body frame (along-track, cross-track, and radial directions). Table 1 shows the initial and
final receiver position estimation errors in each direction. It can be seen from Figs. 3 and 4 and Table 1 that while the receiver’s
position error in the along-track and radial directions decreases, there is no improvement in the cross-track direction. This
confirms the observability result discussed in Section III, stating that the direction normal to the orbital plane of the satellite is
unobservable for a receiver making measurements from incoming overhead satellites.

Figure 3: Receiver position estimation errors resolved along the Starlink satellite body frame (in black) with ±3σ bounds (in red).

Figure 4: Receiver position estimation errors resolved along the Orbcomm satellite body frame (in black) with ±3σ bounds (in red).

V. OBSERVABILITY-AIDED LEO SATELLITE SELECTION
From a geometric point of view, it may be viable to utilize publicly available TLE files in order to predict LEO satellites that
will produce measurements which are most favorable when it comes to the observability of a stationary receiver. Namely,
Figure 2 can be utilized for observability-based satellite selection to improve receiver localization based on LEO satellite’s
SGP4-propagated TLE files. This can be done by mapping the LEO satellite’s trajectory with respect to the stationary receiver
(which can be guessed a priori via information about the satellite’s altitudes as well as angles θ of their orbital planes with the
receiver) to curves along the observability surfaces (see Figure 5). Then, one may predict and select the satellite which will
generate a navigation scenario which is “most” observable by selecting the satellites whose curves are lying in the “favorable”
region of the observability surface. Namely, given a set of LEO satellites, one can identify a priori the one which will result in the
best receiver localization performance, by taking into account the following criteria, which are all features of the observability
surfaces shown in Figure 2:



• The visibility duration of the LEO satellite: This can be inferred from the projected length of the satellite’s curve on the
observability surface, along the time axis.

• The elevation profile of the LEO satellite during this time: This corresponds to the shape of the satellite’s curve on the
observability surface.

• Satellite altitudes and relative orbital inclinations θ: This corresponds to the position of the satellite’s curve on the
observability surface, along the θ axis.

Figure 5: Starlink predicted skyplots

To illustrate the above idea, consider the collection of six Starlink satellites shown in Figure 5. Their propagated TLE files can
be used to predict how they will pass above a stationary receiver compared to each other. Knowing a priori the average values
of their altitudes, θ, and the skyplots shown, it may be possible to map this information directly onto an observability surface,
which may then be used to choose the satellite that will provide better measurements. In that case, it is expected that space
vehicle (SV) 4 will yield the best localization results, given that it provides measurements for a long enough time and in the
“favorable” region from an observability perspective. While the analysis in this paper considered a single LEO satellite, future
work could generalize to multiple satellites and develop an observability-aided LEO satellite selection approach that determines
the satellites that are expected to provide the best measurements for receiver localization.
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Observability Analysis of Receiver Localization
via Pseudorange Measurements From

a Single LEO Satellite
Ralph Sabbagh , Student Member, IEEE , and Zaher M. Kassas , Senior Member, IEEE

Abstract—This letter presents an observability analysis
for terrestrial receiver localization via pseudorange mea-
surements extracted from a single low Earth orbit (LEO)
satellite. It is shown that a stationary receiver with an
unknown state (position and time) can theoretically local-
ize itself with a LEO satellite with a known state (position,
velocity, and time). In addition, bounds on the determinant
of the l-step observability matrix are derived and geo-
metric interpretations are presented indicating directions
of poor observability. The implications of the analysis on
observability-aided LEO satellite selection are discussed.
Experimental results are presented showcasing the conclu-
sions of the observability analysis for a receiver localizing
itself with a single Starlink satellite or a single Orbcomm
satellite.

Index Terms—Observability analysis, satellite selection,
low Earth orbit, Starlink, Orbcomm.

I. INTRODUCTION

THE ADVENT of low Earth orbit (LEO) satellite mega-
constellations promises to revolutionize several domains,

bringing unprecedented high-resolution images; remote sens-
ing; and global, high-availability, high-bandwidth, and low-
latency Internet [1]. Due to LEO satellites’ inherently desirable
attributes, namely: (i) geometric and spectral diversity, (ii)
abundance, (iii) high received signal power, and (iv) high
orbital velocity, LEO satellites offer an attractive alternative
to global navigation satellite systems (GNSS), which reside in
medium Earth orbit (MEO) [2], [3].

The promise of utilizing LEO satellites for navigation
has been the subject of recent theoretical and experimental
studies [4], [5]. In [6], a generalized geometric dilution of
precision (GDOP) analysis was presented that used Doppler
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shifts extracted from eight or more LEO satellites to localize
a receiver via a static estimator. In [7], an adaptive Kalman
filter was developed, achieving the first carrier phase tracking
and positioning results using six Starlink LEO satellites.

LEO satellites orbit the Earth at much higher rates than
GNSS satellites. Contrast, for example, the orbital period of a
GPS MEO satellite (11 hr, 58 min) with that of Orbcomm LEO
satellites (about 99 min) and Starlink LEO satellites (about 96
min). This yields significant change in their geometry, which
can be exploited to localize a terrestrial receiver with fewer
satellites. In particular, while four GNSS satellites are needed
to estimate the states of the receiver via a static estimator
(e.g., nonlinear least squares), a single LEO satellite can be
used to localize the receiver via a dynamic estimator (e.g.,
an extended Kalman filter (EKF)) by fusing consecutive LEO
measurements taken over a relatively short period of time. A
few studies demonstrating the impact of receiver localization
using a small number of satellites have been conducted in the
literature. In [8], pseudorange and Doppler measurements were
combined for stationary receiver positioning using two and
three satellites without the use of a base station or differential
positioning techniques.

Observability analysis with LEO satellites has been studied
in the context of space situational awareness with relative posi-
tion measurements [9] and orbit determination with angles-
only measurements [10]. Moreover, observability of planar
environments comprising terrestrial transmitters with unknown
positions and time have been studied in [11], where estimabil-
ity was numerically assessed from the EKF’s estimation error
covariance, and in [12], where the Riccati equation was ana-
lyzed to conclude that simultaneously estimating the receiver’s
and transmitter’s time is stochastically unobservable. However,
observability analysis with a small number of LEO satellites
in the context of localization has not been thoroughly stud-
ied. This letter analyzes the observability of three-dimensional
receiver localization via pseudorange measurements extracted
from the signals of a single LEO satellite. It is shown that a
stationary receiver with an unknown state (position and time)
can theoretically localize itself with a LEO satellite with a
known state (position, velocity, and time). In addition, ana-
lytical bounds on the determinant of the l-step observability
matrix are derived indicating directions of poor observability.
It is concluded that the system becomes unobservable if the
receiver is in the satellite’s orbital plane or along the normal
to the satellite’s orbital plane. The implications of the analysis
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on observability-aided LEO satellite selection are discussed,
where the presented surface plots of the observability matrix
can aid in selecting the satellite with desired (i) visibility
duration, (ii) elevation profile, and (iii) altitude and relative
orbital inclination angle. Experimental results are presented
showcasing the conclusions of the observability analysis for
a receiver localizing itself with a single Starlink satellite or a
single Orbcomm satellite.

This letter is structured as follows. Section II describes
the dynamics and measurement models. Section III ana-
lyzes analytically the observability of receiver localization
using pseudorange measurements from a single LEO satel-
lite and gives geometric interpretations of the derived results.
Section IV presents experimental results with Orbcomm and
Starlink LEO satellites, demonstrating the implications of the
observability analysis on the estimation performance.

II. PRELIMINARIES AND MODEL DESCRIPTION

A. Observability of LTV Systems
Consider the discrete-time (DT) linear time-varying (LTV)

dynamical system � given by

� :
{
x(k + 1) = F(k) x(k)+G(k)u(k),
y(k) = H(k) x(k), (1)

where x ∈ R
n, u ∈ R

p, and y ∈ R
q are the system state,

input, and measurement vectors at time-step k, respectively,
and k ∈ N. The state transition matrix corresponding to �

from time-step j to time-step i is given by

�(i, j) �
{
F(i− 1)F(i− 2) · · ·F(j), if i > j,
In×n, if i = j,

where In×n denotes an n × n identity matrix. The following
theorem characterizes the observability of DT LTV systems
via the l-step observability matrix [13].
Theorem 1: The DT LTV system (1) is l-step observable if

and only if its corresponding l-step observability matrix

O(k, k + l− 1) �

⎡
⎢⎢⎢⎢⎢⎢⎣

H(k)�(k, k)
H(k + 1)�(k + 1, k)

...

H(k + l− 1)�(k + l− 1, k)

⎤
⎥⎥⎥⎥⎥⎥⎦
, (2)

is full rank. Theorem 1 can be applied to nonlinear systems
by linearizing at each time-step k around x(k). The achieved
observability results therein will only be valid locally [14].

B. Receiver Dynamics
The terrestrial receiver’s position rr ∈ R

3 is assumed to be
fixed in the Earth-centered inertial (ECI) frame and its dis-
tance from the center of Earth is denoted by r = ‖rr‖2. The
dynamics of the receiver’s clock error states (i.e., bias δtr and
drift δ̇tr) is modeled as a double integrator driven by process
noise [15]. The receiver’s dynamics is then given by

xr(k + 1) = Fr xr(k)+ wr(k),

where xr �
[
rTr , c δtr, c δṫr

]T is the receiver’s state vector, c
denotes the speed of light, and wr is a process noise modeled

as a zero-mean white random sequence with covariance Qr =
diag[03×3, Qcr]. The receiver state matrix is given by

Fr =
[
I3×3 03×2
02×3 Fclk

]
, Fclk =

[
1 T
0 1

]
,

where T is the sampling period. In this letter, the simplest
receiver dynamics was considered to focus on the change in
geometry due to the moving satellite. More elaborate receiver
dynamics could be considered in future work.

C. LEO Satellite Dynamics
The LEO satellite is assumed to follow a circular Keplerian

orbit with fixed inclination and a prescribed orbital radius
denoted by a = ‖rs(t)‖2 where 0 < r < a. Under the action
of Earth’s gravitational field, the satellite’s orbital dynamics
in continuous-time will be assumed to follow a simplified
two-body model given by

r̈s(t) = − μ

a3 rs(t)+ ws(t), (3)

where rs ∈ R
3 is the satellite’s position in the ECI frame

and ws is a process noise vector of acceleration perturbations
resulting from Earth’s non-uniform gravitational potential,
atmospheric drag, solar radiation pressure, gravitational pull
of other celestial bodies, and general relativity [16]. The
following constraints on the satellite dynamics hold ∀ t > 0

〈rs(t), rs(t)〉 = a2,

〈ṙs(t), ṙs(t)〉 = α2 a2,

〈rs(t), ṙs(t)〉 = 0,

where α2 � μ/a3. The dynamics of the satellite’s clock bias
δts and drift δ̇ts are modeled similarly to the receiver’s clock
error dynamics [15]. Next, the satellite dynamics in (3) can be
discretized at a sampling period T to yield

xs(tk+1) = Fs xs(tk)+ ws(tk),

where xs = [rTs , ṙ
T
s , c δts, c δṫs]T is the satellite’s state vec-

tor and ws is a process noise modeled as a zero-mean white
random sequence with covariance Qs, and Fs is given by

Fs =
⎡
⎣ cos(αT) I3×3 (1/α) sin(αT) I3×3 03×2

−α sin(αT) I3×3 cos(αT) I3×3 03×2
02×3 02×3 Fclk

⎤
⎦.

D. Measurement Model
The pseudorange measurement extracted by the receiver

from the satellite signals at time-step k, after compensating
for ionospheric and tropospheric delays [3], is modeled as

ρ(k) = ‖rr − rs(k′)‖2 + c
(
δtr(k)− δts(k′)

)+ v(k), (4)

where k′ represents discrete-time tk = k T − δtTOF with δtTOF
being the transmission delay of the signal. The term v is the
measurement noise, which is modeled as a zero-mean white
Gaussian sequence with variance σ 2.
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III. OBSERVABILITY ANALYSIS

This section analyzes the observability of receiver localiza-
tion with a single LEO satellite under two scenarios. The first
scenario considers a receiver with unknown position states but
known clock error states. Results from this simple scenario
will serve as a stepping stone towards the second scenario,
which considers a receiver with unknown position states and
unknown clock error states. In each scenario, the satellite’s
states are assumed to be known, which is the case when-
ever (i) a satellite transmits its ephemeris and clock errors
(e.g., Orbcomm satellites transmit their states, estimated from
onboard GPS receivers [3]) or (ii) an estimator is employed
to estimate the LEO satellite’s states (e.g., via a differential
navigation framework utilizing a known base receiver [17] or
via a simultaneous tracking and navigation (STAN) frame-
work [3]). It is worth noting that instead of estimating the
receiver’s clock error states, the following analysis readily
extends to the case of estimating the difference between the
receiver’s and LEO satellite’s clock error states, �δt � δtr−δts
and �δ̇t � δ̇tr − δ̇ts, which could be desirable for stochastic
observability considerations [12]. The nonlinear pseudorange
measurement (4) is linearized at time-step k with respect to
the unknown receiver states and the corresponding Jacobian
matrix is used to build the l-step observability matrix. The
scenarios are summarized below

• Scenario 1: A stationary receiver with unknown position
states but known clock error states makes pseudorange
measurements to a LEO satellite with known states. The
measurement Jacobian is given by H(k) = lTk .

• Scenario 2: A stationary receiver with unknown position
states and clock error states makes pseudorange mea-
surements to a LEO satellite with known states. The
measurement Jacobian is given by H(k) = [

lTk 1 0
]
.

Above, lk ∈ R
3 denotes the unit line-of-sight (LOS) vector

between the receiver and satellite at time-step k, given by

lk �
rr − rs(k)

‖rr − rs(k)‖2
.

In what follows, the l-step observability of the aforementioned
scenarios is investigated, and bounds on the determinants of
observability matrices therein are derived.

A. Scenario 1: Pseudorange Measurements With
Unknown Receiver Position States But Known Clock
Error States

In this scenario, the only unknown states are the receiver’s
position, and the 3-step observability matrix is given by

O(k, k + 2) = [
lk lk+1 lk+2

]T
, (5)

where the transition matrix � = I3×3 and the measurement
Jacobian H(k) = lTk are used to build O(k, k+2). Let O(k, k+
2) � O3. An expression for det(O3) is derived as a function
of the relative geometry between the receiver and the satellite.
Theorem 2: Let cn � cos(αnT), sn � sin(αnT), and

βk � 1
‖�r(k)‖2 ‖�r(k + 1)‖2 ‖�r(k + 2)‖2

,

where �r(k) � rr − rs(k). The determinant of the 3-step
observability matrix in (5) is given by

det(O3) = βk (2 s1 − s2) a2 r sin(θ), (6)

where θ is the angle between the receiver’s position vector rr
and the orbital plane of the LEO satellite.
Proof: Since O3 is a 3 × 3 matrix, its determinant is equal

to the scalar triple product of its rows which are given by the
unit LOS vectors lk, lk+1, and lk+2 as follows

det(O3) = lk · (lk+1 × lk+2)

= βk�r(k) · (�r(k + 1)×�r(k + 2)), (7)

where the terms rs(k+1) in �r(k+1) and rs(k+2) in �r(k+2)
can be written in terms of rs(k) and ṙs(k) using the satellite
dynamics Fs defined in Section II-C as follows

�r(k + 1) = rr − c1 rs(k)− 1
α
s1 ṙs(k), (8)

�r(k + 2) = rr − c2 rs(k)− 1
α
s2 ṙs(k). (9)

Plugging (8) and (9) in (7) yields

det(O3) = βk (2 s1 − s2)
α

(
rr · (rs(k)× ṙs(k))

)
= βk (2 s1 − s2) a2 r sin(θ).

Hereafter, θ is referred to as the relative orbital inclination
angle between the receiver and the LEO satellite. Ideally, θ
is assumed constant for a stationary receiver during the time
window through which it is seeing a LEO satellite. In what
follows, time-independent bounds on det(O3) are derived.
Corollary 1: The determinant of the 3-step observability

matrix in (5) can be bounded as follows

0 ≤ L(θ) ≤ det(O3) ≤ U(θ),

L(θ) = (2 s1 − s2) a2 r sin(θ)(
a2 + r2 + 2 a r cos(θ)

)3/2 ,

U(θ) = (2 s1 − s2) a2 r sin(θ)(
a2 + r2 − 2 a r cos(θ)

)3/2 ,
where 0 ≤ θ ≤ π/12 and 0 ≤ α k T ≤ π/6 for all k ∈ N.
Proof: Using the law of cosines, the minimum and max-

imum Euclidean distances between the receiver and the
satellite; denoted by dmin and dmax, respectively, are given by

min
k∈N ‖rr − rs(k)‖2 =

(
a2 + r2 − 2 a r sin(θ)

)1/2
, (10)

max
k∈N

‖rr − rs(k)‖2 =
(
a2 + r2 + 2 a r sin(θ)

)1/2
, (11)

such that d−3
max ≤ βk ≤ d−3

min for all k ∈ N.
The inequalities on θ and α k T are placed with the under-

standing that a LEO satellite should be visible for a long
enough time to provide useful measurements. Next, observ-
ability results and geometric interpretations are deduced.
Proposition 1: If the receiver is in the orbital plane of the

LEO satellite, the system is not l-step observable.
Proof: If the receiver is in the orbital plane of the LEO

satellite, then θ = 0. This implies that U(θ) = U(0) = 0.
As a result, det(O3) = 0 and O3 is rank deficient. In fact,
the rows of Ol, which represent consecutive unit LOS vectors
tracing the satellite’s orbit, are coplanar lying in the orbital
plane of the satellite. As a result, rank[Ol] ≤ 2, for all
l ≥ 2.
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Fig. 1. Comparison between the geometric diversity of the LOS vectors
based on the relative orbital inclinations θA, θB , and θC (θA � θC � θB)
created between the LEO satellite and receivers A, B, and C, respec-
tively. Receiver A makes LOS measurements that are relatively closer to
each other compared to receiver C (large θ ), and receiver B makes LOS
measurements that are coplanar in the orbital plane of the LEO satellite
(small θ ).

Remark 1: The unobservable subspace in the case above is
spanned by the normal to the satellite’s orbital plane, other-
wise known as the satellite’s cross direction. This implies that
initial receiver position states along this direction are indistin-
guishable. The impact of this on localization using a single
overhead LEO satellite is demonstrated in Section IV.
Proposition 2: If the receiver is not in the orbital plane of

the LEO satellite, the system is l-step observable for l ≥ 3.
Proof: If the receiver is not in the orbital plane of the LEO

satellite, then θ �= 0. As a result, L(θ) > L(0) > 0, and
det(O3) �= 0 with rank[Ol] = 3, for all l ≥ 3. In fact, the
rows of Ol, which represent consecutive unit LOS vectors trac-
ing the satellite’s orbit, are no longer coplanar. This implies
that the corresponding scalar triple product of any three con-
secutive unit LOS vectors is nonzero within a single orbital
period.

The above analysis and (6) show that the size of θ normal-
ized by the cube of the receiver-satellite range can measure
how close the l-step observability matrix is to singularity
(det(O3) ∝ βk sin(θ)). As a result, a relationship between the
singularity of O3 and the geometric diversity of the unit LOS
vectors can be established. Namely, for small θ , the receiver is
near the orbital plane of the satellite so that the LOS vectors
are almost coplanar. For large θ , the receiver is far enough
from the satellite so that the LOS vectors are almost collinear.
In both extremes, the LOS vectors have poor geometric diver-
sity. An exaggerated comparison illustrating the impact of θ
on the geometric diversity of the LOS vectors is shown in
Fig. 1, where three receiver positions resulting in three drasti-
cally different values of θ result in LOS vectors with varying
geometric diversity. A study on the singularity of O3 is shown
in Fig. 2(a), where the values of det(O3) were computed from
simulated LOS vectors created between a stationary receiver
and a satellite traveling along a circular orbit at an altitude
of 521 km (computations were repeated for varying values of
θ ∈ [0, π/12]). It is observed that det(O3) drastically dimin-
ishes for θ values which are too small or too large, implying
that a “favorable” relative orbital inclination region (shown in

Fig. 2. Values of det (O3) (left) and det (O5) (right) computed for
different values of θ in radians at each time-step k .

Fig. 2 in yellow) lying in between the two extremes exists
where det(O3) is maximal over the navigation window of the
receiver. Implications of this on observability-based satellite
selection is discussed in Section IV.

B. Scenario 2: Pseudorange Measurements With
Unknown Receiver Position States and Unknown Clock
Error States

In this scenario, the receiver state is unknown, and the 5-step
observability matrix is given by

O(k, k + 4) =
⎡
⎣lk lk+1 lk+2 lk+3 lk+4

1 1 1 1 1
0 T 2T 3T 4T

⎤
⎦

T

, (12)

where the transition matrix � = Fr ∈ R
5×5 and the mea-

surement Jacobian H(k) = [lTk 1 0] ∈ R
1×5 are used to

build O(k, k+ 4). Let O(k, k+ 4) � O5. Next, an expression
for det(O5) is derived as a function of the relative geometry
between the receiver and the satellite.
Proposition 3: Let m, n, and p ∈ N with m < n < p, then

the following equality holds

lm · (ln × lp) = γmnp β
k
mnp a

2 r sin(θ),

where the scalars γmnp > 0 and βkmnp > 0 are given by

γmnp � sn−m + sp−n − sp−m,

βkmnp �
1

‖�r(k + m)‖2 ‖�r(k + n)‖2 ‖�r(k + p)‖2
,

where 0 ≤ θ ≤ π/12 and 0 ≤ α k T ≤ π/6 for all k ∈ N.
Proof: The proof proceeds similarly to that of

Theorem 2.
Theorem 3: The determinant of the 5-step observability

matrix in (12) is given by

det(O5) = T (a1 − a2 + a3 − a4) a2 r sin(θ), (13)

where a1, a2, a3, and a4 are scalars given by

a1 = γ012 (β
k
012 + βk234)+ γ014 (β

k
014 + βk034),

a2 = 2
(
γ013 β

k
013 + γ024 β

k
024 + γ134 β

k
134

)
,

a3 = 3 γ023

(
βk023 + βk124

)
,

a4 = 4 γ123 β
k
123.
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Proof: The determinant of O5 can be expressed in terms of
a product of determinants involving block partitions of O5 via
the Schur complement formula as follows

det(O5) = det(D) det(A− BD−1C), (14)

where the matrices A, B, C, and D are given by

A = [
lk lk+1 lk+2

]T
, B =

[
1 1 1
0 T 2T

]T
,

C = [
lk+3 lk+4

]T
, and D =

[
1 1

3T 4T

]T
.

Plugging the above expressions for matrices A, B, C, and D
in equation (14) and expanding yields

det(O5) = T

∣∣∣∣∣∣∣
lTk − 4 lTk+3 + 3 lTk+4
lTk+1 − 3 lTk+3 + 2 lTk+4
lTk+2 − 2 lTk+3 + lTk+4

∣∣∣∣∣∣∣
.

Hence, det(O5) is now expressed in terms of the determinant
of a 3×3 matrix which is equal to the scalar triple product of
its rows. By expanding this product, the resulting terms can
be grouped using Proposition 3, resulting in (13).

Time-independent bounds on βkm,n,p can be derived as in the
proof of Corollary 1, so that d−3

max ≤ βkmnp ≤ d−3
min for all k, m,

n, and p ∈ N. Bounds on det(O5) are presented next.
Corollary 2: The determinant of the 5-step observability

matrix in (13) can be bounded as follows

L(θ) ≤ det(O5) ≤ U(θ),

L(θ) = 16 s31 (1 − c1) a2 r T

(
1
d3
max

− 1
d3
min

)
sin(θ),

U(θ) = 16 s31 (1 − c1) a2 r T

(
1
d3
min

− 1
d3
max

)
sin(θ),

where 0 ≤ θ ≤ π/12 and 0 ≤ α k T ≤ π/6 for all k ∈ N.
Proof: The proof proceeds similarly to that of

Corollary 1.
Based on Theorem 3 and Corollary 2, the following observ-

ability results and geometric interpretations are deduced.
Proposition 4: If the receiver is in the orbital plane of the

satellite or along the normal to the orbital plane of the satellite,
the system is not l-step observable.
Proof: By construction, unobservable directions in

Scenario I are inherited into Scenario II where additional
receiver states are now unknown. Furthermore, if the receiver
is along the normal to the orbital plane of the satellite, the
minimum and maximum Euclidean distances between the
receiver and the LEO satellite become equal which results
in U(θ) = U(π2 ) = 0 and L(θ) = L(π2 ) = 0, implying that
det(O5) = 0. In fact, since a constant distance is maintained
between the receiver-satellite pair, the stationary receiver
can no longer disambiguate between its initial clock bias
and the initial range from the satellite, no matter how many
pseudorange measurements it makes from that satellite. At
best, a one-dimensional unobservable subspace of R

5 is
maintained, so that rank[Ol] ≤ 4, for all l ≥ 4.
Proposition 5: If the receiver is not in the orbital plane

of the satellite, nor along the normal to the satellite’s orbital
plane, the system is l-step observable for l ≥ 5.

Proof: It is enough to show by contradiction that the matrix
O5 in this setting is non-singular. To that end, assume that
there exists a nontrivial vector v ∈ R

5 such that O5 ·v = 05×1.
By partitioning v such that v = [uT s w]T where u ∈ R

3,
s ∈ R, one obtains the following system of 5 equations:⎧⎪⎪⎪⎨

⎪⎪⎪⎩

〈lk,u〉 = −s
〈lk+1,u〉 = −s− T w
〈lk+2,u〉 = −s− 2T w
〈lk+3,u〉 = −s− 3T w
〈lk+4,u〉 = −s− 4T w.

(15)

From (15), it follows that u must make either constant or
linearly increasing angles with 5 consecutive unit LOS vec-
tors tracing the satellite’s circular Keplerian orbit. Since the
receiver is not in the orbital plane of the satellite, any 3 vectors
chosen from 5 consecutive unit LOS vectors within a single
orbital period are non-coplanar. If in addition, the receiver is
not along the normal to the orbital plane of the satellite, then
the corresponding difference vectors between the 5 unit LOS
vectors are not coplanar and with same length. This implies
that u must be the trivial vector, concluding the proof.

The observability surface in Fig. 2(b) is significantly smaller
compared to Fig. 2(a). This reflects poorer observability con-
ditions and loss of information due to the addition of unknown
receiver states to the system. Finally, while the unobservable
subspaces discussed are of zero measure and assume an ideal
setting (perfect knowledge of a circular satellite ephemeris,
non-rotating spherical Earth, etc), in a real setting, the satel-
lite’s orbit will experience random perturbations such that
a receiver localizing itself would not lie exactly along the
derived unobservable subspaces. Despite this, Section IV will
show that a receiver still fails to localize itself due to the
unobservable direction derived in the ideal setting.

IV. EXPERIMENTAL RESULTS

To demonstrate the conclusions of the observability anal-
ysis on receiver localization, an experiment was conducted
whereby pseudorange measurements, extracted from carrier
phase observables [7], [17], from one Starlink satellite and
one Orbcomm satellite were used to localize a stationary
receiver using an EKF for LEO satellite visibility dura-
tions of 74 and 317 seconds, respectively. The Starlink and
Orbcomm satellites possess average relative orbital inclina-
tions of θ = 0.01457 rad and θ = 0.00410 rad, respectively,
indicating that the receiver is relatively close to being in their
orbital planes during each navigation window. For both satel-
lites, the analysis in Section III shows that the determinant
of the corresponding observability matrices is expected to be
small enough so that the directions normal to the LEO satel-
lites’ orbital planes become nearly unobservable. The objective
of the experiment is therefore to demonstrate that receiver
localization using near-overhead passing LEO satellites will
suffer from poor information in the direction normal to the
LEO satellite’s orbital plane. This implies that any initial
receiver position error in the direction along the normal to
the LEO satellite’s orbital plane will not reduce in the EKF,
due to the observability matrix being nearly singular. For the
Starlink satellite, the satellite’s states were estimated according
to the framework discussed in [7], which estimated the satel-
lite’s ephemeris via simplified general perturbation 4 (SGP4)
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Fig. 3. Receiver position estimation errors resolved along the Starlink
satellite body frame (in black) with ±3σ bounds (in red).

Fig. 4. Receiver position estimation errors resolved along the Orbcomm
satellite body frame (in black) with ±3σ bounds (in red).

TABLE I
RECEIVER LOCALIZATION ERROR

orbit propagator initialized with two-line element (TLE) files.
For the Orbcomm satellite, the satellite’s states were obtained
by decoding the downlink signal, which contains ephemeris
and clock errors, estimated via the satellite’s onboard GPS
receivers [17]. The localization results are shown in Figs. 3
and 4, where the receiver’s position estimation errors and the
±3σ -bounds are resolved along the LEO satellite’s body frame
(along-track, cross-track, and radial directions). Table I shows
the initial and final receiver position estimation errors in each
direction. It can be seen from Figs. 3 and 4 and Table I
that while the receiver’s position error in the along-track and
radial directions decreases, there is no improvement in the
cross-track direction. This confirms the observability result
discussed in Section III, stating that the direction normal to the
orbital plane of the satellite is unobservable for a receiver mak-
ing measurements from incoming overhead satellites. Fig. 2
can be utilized for observability-based satellite selection to
improve receiver localization. To this end, based on LEO satel-
lite’s SGP4-propagated TLE files, estimates for their respective

altitudes as well as angles θ of their orbital planes with the
receiver can be used to predict and select the satellite which
will generate a navigation scenario which is most observable.
Namely, given a set of LEO satellites, one can identify the one
which will result in the best receiver localization performance,
by taking into account the following criteria, which are all
features of the observability surfaces shown in Fig. 2:

• The duration of time for which the satellite will be visible.
• The elevation profile of the satellite during this time.
• Satellite altitudes and relative orbital inclinations θ .

While the analysis in this letter considered a single LEO
satellite, future work could generalize to multiple satellites
and develop an observability-aided LEO satellite selection
approach that determines the satellites that are expected to
provide the best measurements for receiver localization.
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A framework that could achieve submeter-level unmanned aerial
vehicle (UAV) horizontal navigation in multipath-free environments
with cellular carrier phase measurements is developed. This frame-
work exploits the “loose” synchronization between cellular base
transceiver station (BTS) clocks. It is shown through extensive ex-
perimental data that the beat frequency stability of cellular BTSs
approaches that of atomic standards and that the clock deviations
can be realized as a stable autoregressive moving average model. This
BTS clock model is referred to as loose network synchronization.
A rule-of-thumb is established for clustering the clock deviations to
minimize the position estimation error, while significantly reducing
the computational complexity. The presented models allow the UAV
to achieve sustained carrier phase-based meter- to submeter-accurate
navigation. To demonstrate the efficacy of the developed framework,
this article presents three UAV flight experiments in Southern Cali-
fornia, USA, utilizing signals from different cellular providers trans-
mitting at different frequencies. The three experiments took place
in open, semiurban environments with nearly multipath-free, line-of-
sight (LOS) conditions, in which the UAV traveled 1.72, 3.07, and 0.61
km, achieving a horizontal position root mean squared error of 36.61,
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I. INTRODUCTION

Unmanned aerial vehicles (UAVs) will demand a re-
silient, accurate, and tamper-proof navigation system [1].
Current UAV navigation systems will not meet these strin-
gent demands as they are dependent on global naviga-
tion satellite system (GNSS) signals, which are jammable,
spoofable, and may not be usable in certain environments
(e.g., deep urban canyons) [2]–[4]. The potential of signals
of opportunity (SOPs) (e.g., AM/FM radio [5]–[7], low
Earth orbit (LEO) satellite [8]–[12], Wi-Fi [13]–[16], digital
television [17]–[21], and cellular [22]–[32]) as complemen-
tary or alternative navigation sources have been the subject
of extensive research recently. Navigation with SOPs has
been demonstrated on ground vehicles and UAVs, achieving
a localization accuracy ranging from meters to tens of me-
ters, with the latter accuracy corresponding to ground vehi-
cles in deep urban canyons with severe multipath conditions
[33]–[39]. Cellular signals, particularly 3G code-division
multiple access (CDMA), 4G long-term evolution (LTE),
and 5G new radio (NR), are among the most attractive
SOP candidates for navigation. These signals are abundant,
received at a much higher power than GNSS signals, offer
a favorable horizontal geometry, and are free to use. Unlike
ultra-wide bandwidth positioning [40], [41], cellular SOP-
based navigation does not require additional transmitter
infrastructure. Several receiver designs have been proposed
recently that produce navigation observables from cellular
CDMA, LTE, and NR signals [23], [42]–[45]. Moreover,
error sources pertaining to code phase-based navigation
with cellular CDMA systems have been derived and per-
formance under such errors has been characterized [24],
[44]. While cellular signals are jammable and spoofable
[46]–[49], they are typically received outdoors at carrier-
to-noise ratios that are more than 30 dB higher than GNSS
signals [50]. As such, considerably higher power would
be needed to jam cellular signals than is needed to jam
GNSS signals. Moreover, cellular signals are transmitted
in multiple frequency bands. The cellular 3G, 4G, and 5G
spectrum spans the 700 MHz to nearly 6 GHz bands. The
5G millimeter wave (mmWave) spectrum is envisioned to
span several GHz of spectrum, with some bands reaching up
to 400 MHz of bandwidth. Unless most cellular bands are
simultaneously attacked, an SOP receiver could detect the
attack by leveraging redundancy in the measurements. This
makes staging a successful, clandestine attack on cellular
SOPs generally challenging, as the attacker would need to
target the entire cellular spectrum. Although not impossible,
the capability of completely jamming cellular SOPs has not
become as accessible yet as in the case of jamming GNSS
signals, which can be readily performed through illegal
but widely available personal privacy devices. As jamming
technology becomes more capable, navigation systems can
be made more robust by exploiting more signals, whether
dedicated navigation signals or other forms of SOPs.

A challenge that arises in cellular-based navigation is the
unknown states of cellular base transceiver stations (BTSs),
namely their position and clock errors (bias and drift).
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This is in sharp contrast to GNSS-based navigation, where
the states of the satellites are transmitted to the receiver
in the navigation message. To deal with this challenge, a
base/rover framework was proposed in [24], [44], [51], in
which the base and rover make pseudorange measurements
to the same BTSs in the environment. The base was as-
sumed to have complete knowledge of its states (e.g., by
having access to GNSS signals), while estimating the states
of BTSs in its environment, and sharing these estimates
with a rover that had no knowledge of its states. Another
framework was developed in which the rover estimated its
states simultaneously with the states of the BTSs in the
environment, i.e., performed radio simultaneous localiza-
tion and mapping (radio SLAM) [52]–[55]. It is worth
noting that since cellular BTSs are spatially stationary,
their positions may be mapped prior to navigation (e.g., by
dedicated mapping receivers [56] or from satellite imagery
and cellular databases). However, the BTSs’ clocks errors
must be continuously estimated, whether in the base/rover
framework or radio SLAM framework, since these errors
are stochastic and dynamic.

A preliminary study for cellular carrier phase-based
nondifferential single UAV navigation was conducted in
[25]. The proposed framework relied on the relative stability
of 3G CDMA cellular BTS clocks. It was revealed that while
these clocks are not perfectly synchronized to GNSS, the
clock biases of different neighboring BTSs are dominated
by a common term. Another study was conducted for 4G
LTE cellular BTSs, also known as eNBs, in the presence of
real GPS jamming [57]. The study showed that LTE eNBs
maintain tight synchronization for at least 90 min, even in
the absence of GPS signals. These key findings suggest
that precise carrier phase navigation with cellular signals
is achievable with or without a base.

This article presents a comprehensive study in which a
UAV navigating using cellular carrier phase measurements
could achieve submeter-level accuracy in a multipath-free
environment with line-of-sight (LOS) conditions. It is as-
sumed that the UAV has knowledge of its position for a
period of time, e.g., from a GNSS receiver or from the
cellular-based differential framework proposed in [51], be-
fore loss of communication with the base, whether initially
or intermittently. It is important to note that the algorithms
presented in this article are agnostic to the cellular signal
type (3G, 4G, 5G, and beyond) as long as navigation observ-
ables can be produced from these signals. This article stud-
ies 3G and 4G signals and the carrier phase observables were
obtained using the receivers proposed in [23] and [44]. The
proposed framework assumes a certain level of synchroniza-
tion between the towers, which has been observed in 3G and
4G systems [25], [57]. This article shows that while cellular
networks are not as tightly synchronized as GPS, since they
are not intended for navigation, there are strong correlations
between the BTS clock biases. This level of synchronization
is referred to as “loose” network synchronization. A clock
bias clustering algorithm is developed, motivated by the
strong correlations between the clock biases. This results
in a tradeoff between 1) lost accuracy due to eliminating

some clock biases and 2) improved precision by reducing
the dilution of precision (DOP). The proposed clustering
method aims at exploiting the correlations between BTS
clock biases to resolve this tradeoff by minimizing the
resulting position error. In particular, this article extends
[25] by making the following three contributions:

1) A comprehensive method to obtain the statistics of
the BTS clock deviations is presented. It is shown
that the beat frequency stability of cellular BTSs ap-
proaches that of atomic standards and that the clock
deviations can be realized as a stable autoregressive
moving average (ARMA) model. The stationarity of
such deviations is validated experimentally.

2) The navigation performance is analyzed extensively
as a function of clustering frequency.

3) Extensive experimental results with 3G CDMA and
4G LTE signals from different cellular providers
transmitting at different frequencies are presented,
demonstrating the efficacy of the proposed frame-
work. The UAV flight experiments took place in
Southern California, USA, in three different open
semiurban environments with multipath-free LOS
conditions. In all experiments, the UAV remained
within the same sector of each BTS. The UAV
achieved a horizontal position root mean-squared
error (RMSE) of: 1) 36.61 cm over a trajectory
of 1.72 km, 2) 88.58 cm over a trajectory of 3.07
km, and 3) 89.33 cm over a trajectory of 609 m.
The RMSEs were calculated relative to the UAV’s
on-board navigation solution.

The rest of this article is organized as follows. Section II
describes the cellular carrier phase observable model. Sec-
tion III describes the single-UAV navigation framework that
leverages the relative stability of cellular SOPs. Section IV
provides experimental results demonstrating the proposed
framework, showing submeter-level UAV navigation accu-
racy in nearly multipath-free environments. Finally, Sec-
tion V concludes this article.

II. CELLULAR CARRIER PHASE OBSERVABLE MODEL

In cellular systems, several known signals are trans-
mitted for synchronization or channel estimation purposes.
In cellular CDMA systems, a pilot signal consisting of a
pseudorandom noise sequence, known as the short code, is
modulated by a carrier signal and broadcast by each BTS
for synchronization purposes [58]. Therefore, by knowing
the shortcode, the receiver may measure the code phase of
the pilot signal as well as its carrier phase; hence, forming
a pseudorange measurement to each BTS transmitting the
pilot signal. In LTE, two synchronization signals [primary
synchronization signal (PSS) and secondary synchroniza-
tion signal (SSS)] are broadcast by each BTS, referred to
evolved node B (eNodeB) in LTE systems [59]. In addi-
tion to the PSS and SSS, a reference signal known as the
cell-specific reference signal (CRS), is transmitted by each
eNodeB for channel estimation purposes [59]. The PSS,
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SSS, and CRS may be exploited to draw carrier phase
and pseudorange measurements on neighboring eNodeBs
[23], [37]. In the rest of this article, availability of code
phase, Doppler frequency, and carrier phase measurements
of cellular CDMA and LTE signals is assumed (e.g., from
specialized navigation receivers [23], [35], [37], [42]–[44],
[60]).

Letn ∈ {1, . . . ,N}denote the cellular SOP index, where
N is the total number of SOPs. Moreover, let k = 0, 1, . . . ,
denote the time index, which represents time at tk = t0 +
kT , where t0 is some initial time and T is the subaccumula-
tion period in the receiver. The carrier phase at time-step k,
expressed in meters, can be parameterized in terms of the
receiver and cellular SOP states as

zn(k) =
√∥∥rr (k) − rsn

∥∥2
2
+�z2

r,sn (k)

+ c · [δtr (k) − δtsn (k)
]+ λNn + vn(k) (1)

where rr � [xr, yr]T is the receiver’s two-dimensional (2-D)
position vector; rsn � [xsn , ysn ]T is the cellular BTS’s known
2-D position vector; �zr,sn � zr (k) − zsn is the difference
between the receiver’ and BTS’s altitude; c is the speed
of light; δtr and δtsn are the receiver’s and cellular BTS’s
clock biases, respectively; λ is the signal’s wavelength; Nn
is the carrier phase ambiguity; and vn(k) is the measure-
ment noise, which is modeled as a discrete-time zero-mean
white Gaussian sequence with variance σ 2

n (k). Note that
a coherent phase-locked loop (PLL) may be employed in
CDMA and LTE navigation receivers, since the cellular
synchronization and reference signals do not carry any data.
As such, the measurement noise variance can be expressed
as [61]

σ 2
n (k) = λ2 BPLL

C/N0,n(k)
(2)

where BPLL is the receiver’s PLL noise equivalent band-
width andC/N0,n(k) is the cellular SOP’s measured carrier-
to-noise ratio at time-step k. The remainder of this article
assumes zero-mean Gaussian measurement noise. The ac-
tual measurement noise statistics may differ from the what
is assumed in (2). Therefore, instead of using (2), Gaus-
sian overbounds of the true measurement noise distribution
could be used, if known. Methods described in [62]–[64]
could be used to compute overbounds of the measurement
noise statistics in different environments. Note that small
UAVs and hearable cellular BTSs are typically at com-
parable altitudes, which makes the vertical diversity very
poor. Therefore, one can only estimate the UAV’s horizontal
position using cellular SOPs without introducing significant
errors. As such, the proposed frameworks assume that the
UAV and BTS altitudes, zr (k) and zsn , respectively, are
known and only the UAV’s 2–D position is estimated.

It is important to note that the channels between the
UAVs and the cellular BTSs do not suffer from severe
multipath, as a strong LOS component is usually observed
in the received signal [65]. In the case of severe multipath
or non-LOS (NLOS) conditions, it is assumed that either 1)
signal processing techniques at the SOP receiver level [37],

Fig. 1. Experimental data showing cδtn(k) − cδtn(0) obtained from
carrier phase measurements over 24 hours for three neighboring BTSs. It
can be seen that the clock biases cδtn(k) in the carrier phase measurement

are very similar, up to an initial bias cδtn(0) which has been removed.
Remark: The receiver’s clock was derived from a GPS-disciplined

oven-controlled crystal oscillator (OCXO), which do not typically have a
long-term drift. Therefore, the observed drift is most likely due to the

BTS clocks. However, this does not affect the new clock model as it does
not disambiguate between the BTS and receiver clock biases and only

considers their difference, as per (11).

[66]–[72] or 2) measurement outlier rejection techniques
[62] are used to mitigate multipath or exclude measurements
with large errors due to multipath. Concepts of receiver au-
tonomous integrity monitoring may also be used to exclude
measurements with large errors, which can be considered
as faulty measurements [73]–[75]. Alternatively, multipath
error models may be used to predict and mitigate large
measurement errors, either through multipath prediction
maps [63], [76] or statistical models [77]. To this end,
it is assumed in the rest of this article that the effect of
multipath has either 1) been mitigated or 2) included in the
measurement model (1).

III. PRECISE NAVIGATION WITH SOP CARRIER PHASE
MEASUREMENTS

This section discusses a cellular carrier phase navigation
framework that is employable on a single UAV.

A. Combined Clock Errors

The terms c[δtr (k) − δtsn (k) + λ
c Nn] are not needed to

be estimated individually and are thus combined into one
term defined as

cδtn(k) � c
[
δtr (k) − δtsn (k) + λ

c
Nn
]
. (3)

The combined clock errors of three BTSs over a 24-h period
are shown in Fig. 1. It was noted in [78] that while large dif-
ferences between the BTSs’ clock biases may be observed
(the code phase synchronization requirement as per the
cellular protocol is to be within 3μs), cellular BTSs possess
tight carrier frequency synchronization, as seen by the Allan
deviations computed for the three BTSs over 24 h and shown
in Fig. 2. Therefore, the resulting clock biases in the carrier
phase estimates will be very similar, up to an initial bias, as
shown in Fig. 1. This level of synchronization is referred
to as loose network synchronization. Consequently, one
may leverage this relative frequency stability to eliminate
parameters that need to be estimated. Moreover, this allows
one to use a static estimator (e.g., a WNLS) to estimate
the position of the UAV. To achieve this, in what follows,
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Fig. 2. Allan deviations of absolute and beat frequencies for the 3 BTSs
shown in Fig. 1. The beat frequency is calculated from the clock drift
between two BTSs, whereas the absolute frequency is the clock drift
between the receiver and BTS. The Allan deviations were calculated

from data collected over 24 h. The carrier frequency was 883.98 MHz. It
is worth noting that while the beat frequency stability approaches that of

atomic standards, it is not quite the same as it tends upwards for
relatively short averaging periods of 0.1 to 100 s. This could be due to the

fact that GPS corrections on the BTSs’ clocks happen gradually over
several seconds.

the carrier phase measurement is first reparameterized and
a WNLS estimation framework is subsequently developed.
In what follows, it is assumed that the UAV remains within
one sector of a particular BTS. A complete treatment of
clock bias mismatches arising due to crossing BTS sectors
is discussed in [24] and [44].

B. Carrier Phase Measurement Reparametrization

Motivated by the experimental results in [78], the fol-
lowing reparametrization is proposed

cδ̄tn(k) � cδtn(k) − cδtn(0) ≡ cδt (k) + εn(k) (4)

where cδt is a time-varying common bias term and εn is the
deviation of cδ̄tn from this common bias and is treated as
measurement noise. Using (4), the carrier phase measure-
ment (1) can be reparameterized as

zn(k) =
√∥∥rr (k) − rsn

∥∥2
2 +�z2

r,sn (k)

+ cδt (k) + cδt0n + ηn(k) (5)

where cδt0n � cδtn(0) and ηn(k) � εn(k) + vn(k) is the
overall measurement noise. The statistics of εn will
be discussed in Section III-E. Note that cδt0n can be
obtained knowing the initial position and given the
initial measurement zn(0) according to cδt0n ≈ zn(0) −√

‖rr (0) − rsn‖2
2 +�z2

r,sn (0). This approximation ignores
the contribution of the initial measurement noise. If the
receiver is initially stationary for a period k0T seconds,
which is short enough such that δt (k) ≈ 0 for k = 1, . . . , k0,
then the first k0 samples may be averaged to obtain a more
accurate estimate of cδt0n .

It is proposed that instead of lumping all N clock biases
into one bias cδt to be estimated, the clocks get clustered
into L clusters, each of size Nl such as

L∑
l=1

Nl = N. (6)

Fig. 3. Experimental data for re-parameterized clock biases cδ̄tn(k)
over 30 s for 8 BTSs. The clock biases have been visually clustered into

three clusters as an illustrative example.

As such, the clocks in a cluster l are lumped into one bias
cδtl to be estimated. This gives finer granularity for the
parametrization (4), since naturally, certain groups of cel-
lular SOPs will be more synchronized with each other than
with other groups (e.g., corresponding to the same network
provider, transmission protocol, etc.) or some may lose
synchronization altogether in some unlikely event. In the
case of complete loss of synchronization, a framework for
navigation with asynchronous SOPs could be used instead
at the price of lower position accuracy [79]. An illustrative
experimental plot is shown in Fig. 3. The figure shows an
oscillating, dominant common term that is most likely due
to the receiver’s clock bias. Note that since the 2-D position
vector of the UAV is being estimated along with L clock
biases, the number of clusters L cannot exceed N − 2, oth-
erwise there would be more unknowns than measurements.

Without loss of generality, it assumed that the carrier
phase measurements have been ordered such that the firstN1
measurements were grouped into the first cluster, the second
N2 measurements were grouped into the second cluster, et.
Next, obtaining the navigation solution with a WNLS is
discussed.

C. Navigation Solution

Given N ≥ 3 pseudoranges modeled according to (5)
and L ≤ N − 2 SOP clusters, the receiver may solve for its
current position rr and the current set of common biases
cδt � [cδt1, . . . , cδtL]T using a WNLS estimator. The state
to be estimated is defined by x � [rrT, cδtT]T. An estimate
x̂ may be obtained using the iterated WNLS equations as

x̂( j+1)(k) = x̂( j)(k) + (
HTR−1

η H
)−1 HTR−1

η δz(k) (7)

where δz(k) � [δz1(k), . . . , δzN (k)]T and δzn(k) � zn(k) −[√
‖r̂( j)
r (k) − rsn‖2

2 +�z2
r,sn (k) + cδ̂t ( j)

l (n)(k) + cδt0n
]
, Rη =

diag[σ 2
1 + σ 2

ε1
, . . . , σ 2

N + σ 2
εN

] is the measurement noise co-
variance, where σ 2

εn
will be discussed in Section III-E, j

is the WNLS iteration index, and H is the measurement
Jacobian given by

H � [G �] , � �

⎡
⎢⎣
1N1 . . . 0

...
. . .

...
0 . . . 1NL

⎤
⎥⎦ (8)
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G �

⎡
⎢⎢⎢⎢⎢⎢⎣

[r̂( j)
r (k)−rs1 ]T

√
‖r̂( j)

r (k)−rs1‖2
2+�z2

r,s1
(k)

...
[r̂( j)
r (k)−rsN ]T∥∥∥∥

√
‖r̂( j)

r (k)−rsN‖2
2+�z2

r,sN
(k)
∥∥∥∥

2

⎤
⎥⎥⎥⎥⎥⎥⎦

(9)

and 1Nl � [1, . . . , 1]T. Note that

l (n) =

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

1, for n = 1, . . . ,N1

2, for n = N1 + 1, . . . ,
∑2

l=1 Nl
...

...
L, for n = ∑L−1

l=1 Nl + 1, . . . ,N.

(10)

After convergence [i.e., x̂( j+1)(k) ≈ x̂( j)(k)] the final esti-
mate is obtained by setting x̂(k) ≡ x̂( j+1)(k). In the rest of
this article, it is assumed that H is always full column rank.
Observability conditions and their relation to the rank of H
has been studied in [79] and [80]. It is important to note
that this article makes the assumption that Rη is diagonal.
In practice, it may not be. In this case, a degradation in the
performance is expected. To fully address this issue, the cor-
relation between εn must be characterized and accounted for
in Rη. Characterizing these correlations is rather involved
and is deferred for future work. The sequel assumes that Rη
remains diagonal.

D. Common Clock Bias Parametrization

Note that the clock bias clusters {cδtl}Ll=1 are “virtual
clock biases,” which are introduced to group SOPs whose
carrier frequency is more synchronized than others. This
would in turn yield more precise measurement models,
reducing the estimation error. This section parameterizes
cδtl as a function of cδtn. This parametrization is based on
the following theorem.

THEOREM III.1: Consider N ≥ 3 carrier phase measure-
ments. Assume that the contribution of the relative clock
deviation εn is much larger than the carrier phase measure-
ment noise vn and that εn are uncorrelated with identical
variances σ 2. Then, the position error at any time instant
δrr (k) due to relative clock deviations is independent of
cδtl .

PROOF: See Appendix A.

In plain words, Theorem III.1 is saying that the po-
sition error is fully characterized by {εn}Nn=1, assuming it
dominates the measurement noise, regardless of the actual
values of {cδtl}Ll=1. The assumption that the contribution of
the relative clock deviation εn is much larger than the carrier
phase measurement noise vn comes from experimental data,
where ‖ε‖2 was observed to be within 0.2 and 4 m, whereas
σn was on the order of a few cm. To illustrate that, Fig. 4(a)
shows the time history of εn for the three BTSs shown in
Fig. 1 over 24 h, from which it is clearly seen that ‖ε‖2
can be in the order of a few meters. Although εn is stable,
Fig. 4(b) shows that the process appears to be initially

Fig. 4. (a) Time history of εn for the three BTSs shown in Fig. 1 over 24
h. (b) First 200 s of εn(k) showing that the clock deviation process

appears to have a diverging short-term behavior. (c) A 75-s portion of ε1
around the eighth hour, as well as a polynomial fit. (d) Residuals between
the data and the polynomial fit, whose standard deviation was calculated

to be 1.85 cm.

diverging. This apparently diverging short-term behavior
is also discussed in Section IV-A. Fig. 4(c) shows a 75-s
portion of ε1 around the eighth hour, as well as a polynomial
fit. The residuals between the data and the polynomial fit are
shown in Fig. 4(d), whose standard deviation was calculated
to be 1.85 cm. These residuals contain the effect of v1(k) as
well as wε1 (k); therefore, σn is upper bounded by 1.85 cm,
which validates the assumption that the relative clock devi-
ation εn is much larger than the carrier phase measurement
noise vn.

The reparametrization of cδ̄tn(k) in (4) does not assume
a specific mapping to cδt (k) and εn(k) other than being the
sum of the two latter terms. Theorem III.1 shows that for
a given clustering, the clock bias error term contributing
the receiver position error (denoted ε̃n in Appendix A)
are only a function of 1) {cδ̄tn}Nn=1 and 2) the SOP clock
bias clustering [see (36)]. Following the result in (36), the
following parametrization is adopted

cδtl (k)≡ 1
Nl

Nl∑
i=1

cδ̄t li (k), εn(k)≡cδ̄t n(k)−cδtl (n)(k) (11)

where li � (
∑l−1

u=1 Nu) + i, for i ∈ 1, . . . ,Nl . The term
cδtl (k) is equivalent to cδt (k) in (4) for the case of multiple
clusters. Note that the UAV can perform an exhaustive
search over the different clustering possibilities to minimize
its position error while it has access to GPS. The num-

ber of possible clusters is given by Nclus = ∑N−2
L=1

(
N
L

)
=

∑N−2
L=1

N!
L!(N−L)! . It can be seen that this number becomes

impractically large as N increases. A rule-of-thumb that
significantly reduces Nclus is discussed in Section III-G.
Note that it is assumed that cycle slips in the receiver are
uncommon. As such, they will be treated as almost constant
offsets and will not affect the clustering process.
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E. Statistics of the Clock Deviations

It was found that εn is appropriately modeled to evolve
according to the ARMA model given by [25]

εn(k + 1) =
p∑
i=1

φiεn(k − i + 1)

+
q∑
i=1

ψiwεn (k − i + 1) + wεn (k) (12)

where p and {φi}pi=1 are the order and the coefficients of the
autoregressive (AR) part, respectively; q and {ψi}qi=1 are the
order and the coefficients of the moving average (MA) part,
respectively; and wε is a white sequence. Identifying p and q
and their corresponding coefficients can be readily obtained
with standard system identification techniques [81], and it
was found that p = q = 6 was usually enough to whiten
wεn [25]. Therefore, εn will also be a Gaussian sequence.
Without loss of generality, it is assumed that εn(i − p) = 0
for i = 1, . . . , p. Subsequently, E[εn(k)] = 0. The variance
of εn(k) is discussed next. The ARMA process in (12) may
be represented in state-space according to

ξn(k + 1) = Fξnξn(k) + �ξnwεn (k) (13)

εn(k) = hT
εn
ξn(k) (14)

where ξn is the underlying dynamic AR process, Fξn is its
state transition matrix, �ξn is the input matrix, and hT

εn
is

the output matrix. The eigenvalues of Fξn were computed
to be inside the unit circle, implying stability of ξn. The
covariance of ξn, denoted Pξn , evolves according to

Pξn (k + 1) = FξnPξn (k)FT
ξn

+ Qξn (15)

where Qξn � σ 2
wεn

�ξn�
T
ξn

and the variance of the clock devi-
ation εn at any given time-step is given by

σ 2
εn

(k) = hT
εn
Pξn (k)hεn . (16)

Since ξn is stable, Pξn (k) will converge to a finite steady-
state covariance denoted Pξn,ss given by the solution to the
discrete-time matrix Lyapunov equation

Pξn,ss = FξnPξn,ssFT
ξn

+ Qξn . (17)

Subsequently, the steady-state variance of the clock devia-
tion is given by

σ 2
εn

= hT
εn
Pξn,sshεn . (18)

F. Statistics of the Residuals

In this section, the resulting residuals wε are studied. To
this end, the autocorrelation function (acf) and the proba-
bility density function (pdf) of the residuals are computed
for the three realizations of εn shown in Fig. 4. Note that
half of the data was used for system identification and the
other half was used to validate the model. The acf and pdf
of the residuals obtained with the second half of the data are
plotted in Fig. 5(a)–(c). A Gaussian pdf fit (red) was also
plotted. It can be seen that {wεn}3

n=1 are zero-mean white
Gaussian sequences, with variances {σ 2

wεn
}3
n=1.

Fig. 5. (a), (b), and (c) show the acfs and pdfs of wε1 , wε2 , and wε3 ,
respectively. The acfs show that the sequences {wεn }3

n=1 are
approximately white and the pdfs show that the sequences are Gaussian.

G. Clustering of the Clock Biases

It was mentioned in Section III-D that an exhaustive
search may be performed to cluster the clock biases cδtn
in order to minimize the position estimation error. This
amounts to finding the matrix � that minimizes

Jp(�) �
k0∑
k=1

‖δrr (k)‖2
2 =

k0∑
k=1

∥∥∥∥
[
GT
(
I−�

(
�T�

)−1
�T
)
G
]−1
GT
(
I−�

(
�T�

)−1
�T
)
ε(k)

∥∥∥∥
2

2

=
k0∑
k=1

∥∥∥(GT�G
)−1 GT�ε(k)

∥∥∥2

2
(19)

where � and � are defined in (8) and (33), respectively. This
optimization problem is nonconvex and intractable. Instead
of optimizing Jp(�), a tractable rule-of-thumb is provided
next. First, consider the modified cost function

J (�) �
∥∥∥(GT�G

)−1 GT�ε(k0)
∥∥∥2

2

=
∥∥∥(GT� �G

)−1 GT��ε(k0)
∥∥∥2

2

≤
∥∥∥(GT

�G�

)−1 GT
�

∥∥∥2

2
‖�ε(k0)‖2

2 (20)

where G� � �G. Using the fact that the square of the two-
norm of some real matrix A is the maximum eigenvalue of
AAT [82, p. 266 and 341], denoted by λmax(AAT), one can
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show that ∥∥∥(GT
�G�

)−1 GT
�

∥∥∥2

2
= λmax

(
Prr
)

(21)

where Prr � (GT
�G� )−1 is the estimation error covariance

associated with the receiver’s position. Consequently, the
cost J (�) may be bounded by

J (�) ≤ λmax
(
Prr
) ‖�ε(k0)‖2

2 . (22)

Next, two theorems are presented that will help derive the
rule-of-thumb for clustering the clock biases.

THEOREM III.2 Assume a clock bias clustering with L <
N − 2 clusters and denote JL � ‖�ε(k)‖2

2. Then, there ex-
ists a clustering with L + 1 clusters such that JL ≥ JL+1.

PROOF See in Appendix B.

From Theorem III.2, it can be implied that ‖�ε(k)‖2
2 is

minimized when L = N − 2, i.e., the maximum number of
clusters is used. This also implies that using more SOP clus-
ters will decrease ‖�ε(k0)‖2

2 in the upper bound expression
of J (�) given in (22).

THEOREM III.3 Consider N ≥ 3 carrier phase measure-
ments for estimating the receiver’s position rr and a cluster-
ing of L clock states cδt . Adding a carrier phase measure-
ment from an additional cellular SOP while augmenting the
clock state vector cδt by its corresponding additional clock
state will neither change the position error nor the position
error uncertainty.

PROOF: See in Appendix C.

From Theorem III.3, it can be implied that it is required
that Nl ≥ 2 in order for cluster l to contribute in estimating
the position state; hence, reducing λmax(Prr ).

Theorems III.2 and III.1 pose a tradeoff on L. On the
one hand, Theorem III.2 states that increasing L decreases
‖�ε(k)‖2

2. On the other hand, Theorem III.1 states that L
must be decreased to decrease λmax(Prr ). Consequently, a
good rule of thumb is to have at least one cluster withNl ≥ 3
(to ensure observability) andNl ≥ 2 for the remaining clus-
ters. Combined with (6), this implies that L should satisfy

L ≤ Lmax � N − 3
2

+ 1 (23)

which significantly reduces the number of possible clusters
in the exhaustive search algorithm, which is summarized in
Algorithm 1. The algorithm produces the matrix �, which
is then used to solve the WNLS. It is important to note
that the tradeoff on L is similar to the tradeoff between
accuracy and precision discussed in [82], to which the reader
is referred for more mathematical details. While clustering
is performed, the UAV navigates using its known position.

IV. EXPERIMENTAL RESULTS

This section presents results from three experi-
ments conducted in different environments at different
times demonstrating submeter-level UAV navigation in

Algorithm 1: Clock bias clustering algorithm.
1: input: {{zn(k)}k0

k=1, rsn}Nn=1, {rr (k)}k0
k=0.

2: output: L,�, {cδ̂tl}Ll=1.
3: procedure Cluster{cδ̄tn}Nn=1
4: Compute the maximum number of clusters

Lmax from (23)
5: Perform clustering when GPS is available.
6: if GPS available then
7: for L = 1 to Lmax do
8: Find all possible combinations of L

clusters.
9: Evaluate (19) for each combination of

clusters.
10: Save the combination of clusters that

minimizes (19)
11: Select the clustering that minimizes (19)

over all values of L.
12: Form the N × L matrix � according to the

clustering: the nth row of � is all zeros
with a 1 in the lth column, where l is the
index of the cluster in which εn belongs.

multipath-free environments using the framework devel-
oped in this article. As mentioned in Section II, only
the 2-D position of the UAV is estimated as its altitude
may be obtained using other sensors (e.g., altimeter). The
UAV’s position is estimated in the horizontal plane of an
East-North-Up (ENU) frame centered at the average of the
BTS positions. In the following experiments, the altitude
of the UAV was obtained from its on-board navigation
system. Alternatively, the UAV’s altitude may be obtained
from a barometric altimeter. Moreover, the noise equivalent
bandwidths of the receivers’ PLLs were set to BPLL = 3 Hz
in all experiments. The experiment setups and results are
discussed next.

A. Experiment 1

In the first experiment, an Autel Robotics X-Star Pre-
mium UAV was equipped with an Ettus E312 universal soft-
ware radio peripheral (USRP), a consumer-grade 800/1900
MHz cellular antenna, and a small consumer-grade GPS an-
tenna to discipline the on-board oscillator. The receiver was
tuned to a 882.75 MHz carrier frequency (i.e., λ = 33.96
cm), which is a cellular CDMA channel allocated for the
U.S. cellular provider Verizon Wireless. Samples of the
received signals were stored for offline postprocessing. The
cellular carrier phase measurements were given at a rate
of 37.5 Hz, i.e., T = 0.0267 s. The ground-truth reference
for the UAV trajectory was taken from its on-board in-
tegrated navigation system, which uses GPS, an inertial
measurement unit (IMU), and other sensors. The UAV
traversed a trajectory of 1.72 km, which was completed
in 3 min with a trajectory radius of 270 m. The trajec-
tory radius is defined as the distance between the center
of the trajectory and the furthest point on the trajectory.
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Fig. 6. Channel impulse response measured using the autocorrelation
function of the CDMA shortcode for all 9 BTSs over 180 s in the

environment near Riverside, California, USA.

Fig. 7. Entire CDMA shortcode correlation showing multiple peaks
pertaining to the different BTSs in the environment.

Fig. 8. Panorama of the environment from the UAV’s vantage point for
the environment near Riverside, California, USA.

Over the course of the experiment, which took place in
an open semiurban environment with multipath-free LOS
conditions near Riverside, California, USA, the receiver
was listening to 9 CDMA BTSs whose 3-D positions were
mapped prior to the experiment according to the framework
in [56] and refined using Google Earth. A panorama of
the environment from the UAV’s vantage point is shown
in Fig. 8, and the channel impulse response measured using
the autocorrelation function of the CDMA shortcode for
all 9 BTSs over 180 s is shown in Fig. 6. The curves in
Fig. 6 demonstrate a dominant LOS component and nearly
multipath-free conditions. Similar channels were observed
for the second and third experiments. The entire correlation
of the CDMA2000 shortcode is shown in Fig. 7. A plot of

Fig. 9. (a) Carrier-to-noise ratios {C/N0n }9
n=1 of all the cellular BTSs

measured by the UAV in the CD-cellular experiment. (b) Measured and
calculated delta ranges to all the cellular BTSs from the UAV in the
CD-cellular experiment. Similarly, the base’s measured delta ranges

closely matched the calculated delta ranges.

the carrier-to-noise ratios of all the BTSs measured by the
UAV and the time history of the delta ranges (deviation from
the initial range) are given in Fig. 9(a) and (b), respectively.

The UAV had access to GPS for 10 s, then GPS
was cut off. During the time where GPS was avail-
able, the cellular signals were used to cluster the cel-
lular SOPs, as described in Section III-G. The BTS
clock biases obtained from ground-truth are shown in
Fig. 10(a) for all nine BTSs. While Fig. 10(a) shows
{c ¯δtn(k)}9

n=1 for the entire trajectory, only the first 10
s were used for clustering. The optimal clustering was
found to be C1 = {BTS 1 , BTS 5, BTS 7, BTS 8}, C2 =
{BTS 2, BTS 3, BTS 6 }, and C3 = {BTS 4, BTS 9}. The
resulting clock deviations {εn}9

n=1 and the cluster clock
biases {cδtl}3

l=1 are shown in Fig. 10(b) and (c), respectively.
Note that {εn}9

n=1 appear to be diverging, similarly to the
behavior in Fig. 4(b). However, it is found next that these
processes are stable.

Then, the state-space models of {εn}9
n=1 were identi-

fied according to Section III-E for p = q = 6 using MAT-
LAB’s System Identification Toolbox. Appendix D shows
the ARMA coefficients as well as the resulting {σwεn }9

n=1.
Fig. 11 shows the residuals between {εn}9

n=1 and the identi-
fied models, which were found to be white sequences. The
steady-state values of {σεn}9

n=1 were calculated from (18)
and used in the WNLS.

Next, the time evolution of {σ 2
εn
}9
n=1 and their steady-

state values were computed according to Section III-E.
Fig. 12 shows the time evolution of {σεn}9

n=1. The time
axis was extended longer than the experiment duration to
show the convergence of {σεn}9

n=1, indicating that {εn}9
n=1

are stable processes.
Subsequently, the position of the UAV and the clusters’s

clock biases were estimated according to Section III-C. The
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Fig. 10. (a) BTS Clock biases in Experiment 1 obtained from
ground-truth. (b) Deviations of the BTS clock biases after clustering.
Note that the legend of (b) is the same as (a). (c) BTS clusters’ clock

biases. Clustering was performed in the first 10 seconds while GPS was
available.

Fig. 11. Residuals of the clock deviation ARMA models for all the nine
BTSs in Experiment 1 obtained using MATLAB’s System Identification
Toolbox for p = q = 6. A correlation analysis shows that the residuals

are white.

horizontal position RMSE was calculated to be 36.61 cm.
The carrier phase measurements were used to estimate the
navigating UAV’s trajectory via the framework developed
in Section III. The experimental setup, the cellular BTS
layout, and the true trajectory (from the UAV’s on-board in-
tegrated navigation system) and estimated trajectory (from
the proposed framework) of the navigating UAV are shown
in Fig. 13, the x- and y- errors over the entire trajectory are

Fig. 12. Time evolution of {σεn }9
n=1 calculated according to

Section III-E. The time axis was extended longer than the experiment
duration to show the convergence of {σεn }9

n=1, indicating that {εn}9
n=1 are

stable processes.

Fig. 13. Experiment 1 setup, BTS layout, and navigation solution
demonstrating a single UAV navigating with precise cellular carrier

phase measurements. The true and estimated trajectories are shown in
solid and dashed lines, respectively. Map data: Google Earth.

Fig. 14. Experiment 1 x- and y-errors over the entire trajectory as well
as the ±1m bounds showing that the position errors remain below 1

meter throughout the experiment.

shown in Fig. 14, and the estimated cluster clock biases are
shown in Fig. 15.

Next, the frequency of clock bias clustering is consid-
ered. That is, it is assumed that the UAV regains knowledge
of its position for a short period of time throughout the
experiment either through the CD-cellular framework (e.g.,
flying in the vicinity of a base) or via GPS. During these
short periods, the UAV updates the clock bias clusters. To
this end, the frequency at which the UAV performs cluster-
ing was varied from 1 to 2, and then to 4 times during the
experiment. The clustering events were uniformly spaced
in time. Every time the UAV regains of its position, the
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Fig. 15. Estimated cluster clock biases for the first experiment. The
estimated biases match closely the cluster biases shown in Fig. 10(c).

Fig. 16. Optimal BTS clusters for each interval in Experiment 1.

latter is made available for 10 s to perform clustering and is
cut off again. The position RMSEs were found to be 36.61,
45.11, and 18.1 cm for clustering frequencies of 1, 2, and
4, respectively. The optimal clusters for each interval of
the trajectory are shown in Fig. 16. Note that new initial
clock bias estimates are produced every time clustering is
performed.

B. Experiment 2

In the second experiment, a DJI Matrice 600 was
equipped with the same hardware described in Section IV-A
and the on-board USRP was tuned to the same carrier
frequency. The cellular carrier phase measurements were
also given at a rate of 37.5 Hz, i.e., T = 0.0267 s. The
ground-truth reference for the UAV trajectory was taken
from its on-board navigation system, which also uses GPS,
an IMU, and other sensors. The experimental setup and SOP
BTS layout for the second experiment are shown in Fig. 17.
The ground-truth reference for the UAV trajectory was taken
from its on-board integrated navigation system, which also
uses GPS, IMU, and other sensors. The UAV traversed a
trajectory of 3.07 km completed in 325 s with a trajectory
radius of 320 m. The receiver was listening to the seven
CDMA BTSs shown in Fig. 17. The UAV remained in the
same BTS sectors throughout the experiments. A plot of the
carrier-to-noise ratios of all the BTSs and the time history of
the delta ranges are given in Fig. 19(a) and (b), respectively.
The same steps as in Experiment 1 were taken to cluster the
BTS clock biases and characterize the clock deviation statis-
tics. The optimal clustering for a one-time clustering was
found to beC1 = {BTS 1, BTS 2, BTS 3, BTS 4, BTS 6}
and C2 = {BTS 5, BTS 7}. The position RMSE was calcu-
lated to be 88.58 cm. The navigation results are shown in
Fig. 17 and the x- and y- errors are shown in Fig. 18.

A similar study as in Experiment 1 is perform to charac-
terize the RMSE under varying clustering frequencies. The
same approach was taken as in the previous experiment. The
position RMSEs were found to be 88.58, 84.17, and 83.07
cm for clustering frequencies of 1, 2, and 4, respectively.

Fig. 17. Experiment 2 setup, BTS layout, and navigation solution
demonstrating a single UAV navigating with precise cellular carrier

phase measurements. The true and estimated trajectories are shown in
solid and dashed lines, respectively. Map data: Google Earth.

Fig. 18. Experiment 2 x- and y-errors over the entire trajectory as well
as the ±1m bounds showing that the position errors remain below 1

meter most of the time.

Fig. 19. (a) Carrier-to-noise ratios {C/N0n }7
n=1 of all the cellular BTSs

measured by the single UAV in Experiment 2. (b) Measured and
calculated delta ranges to all the cellular BTSs from the single UAV.
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Fig. 20. Optimal BTS clusters for each interval in Experiment 2.

Fig. 21. Panorama of the environment from the UAV’s vantage point
for the environment in Aliso Viejo, California, USA.

The optimal clusters for each interval of the trajectory are
shown in Fig. 20.

C. Experiment 3

In the third experiment, the Matrice UAV was equipped
with 1) a four-channel National Instrument (NI) USRP-
2955 to sample LTE signals at four different carrier fre-
quencies; 2) four consumer-grade 800/1900 MHz cellular
antennas; 3) a small consumer-grade GPS antenna to disci-
pline the on-board oscillator; and 4) a dual antenna, multi-
frequency Septentrio AsteRx-i V GNSS-inertial navigation
system (INS) with RTK capabilities to provide ground-
truth of the UAV’s position and attitude. The four receiver
channels were tuned to 1955 MHz (λ = 15.33 cm), 2145
MHz (λ = 13.98 cm), 2125 MHz (λ = 14.11 cm), and 739
MHz (λ = 40.57 cm), which are all LTE frequencies and
allocated to the U.S. cellular operators AT&T, T-Mobile,
and Verizon. Over the course of the experiment, which took
place in an open semiurban environment with multipath-
free LOS conditions near Aliso Viejo, California, USA, the
receivers were listening to 11 LTE BTSs, also known as
eNBs, whose 3-D positions were also mapped prior to the
experiment according to the framework in [56] and refined
using Google Earth. A panorama of the environment from
the UAV’s vantage point is shown in Fig. 21 .

In this experiment, the cellular carrier phase
measurements were given at a rate of 1 Hz, i.e., T = 1
s. The UAV traversed a trajectory of 609 m completed
in 175 s with a trajectory radius of 68 m and remained
in the same eNB sectors throughout the experiment.
A plot of the carrier-to-noise ratios of all the eNBs
and the time history of the delta ranges are given in
Fig. 24(a) and (b), respectively. The same steps as in
Experiment 1 were taken to cluster the eNB clock biases
and characterize the clock deviation statistics. The optimal
clustering for a one-time clustering was found to be
C1 = {eNB 2, eNB 8, eNB 9, eNB 10, eNB 11} and

Fig. 22. Experiment 3 setup, eNB layout, and navigation solution
demonstrating a single UAV navigating with precise cellular carrier

phase measurements. The true and estimated trajectories are shown in
solid and dashed lines, respectively. Map data: Google Earth.

Fig. 23. Experiment 3 x- and y-errors over the entire trajectory as well
as the ±1m bounds showing that the position errors remain below 1

meter most of the time.

Fig. 24. Measured and calculated delta ranges to all the cellular eNBs
from the single UAV in Experiment 3.

C2 = {eNB 1, eNB 3, eNB 4, eNB 5, eNB 6, eNB 7}.
The position RMSE was calculated to be 89.33 cm. The
navigation results are shown in Fig. 22 and the x- and y-
errors are shown in Fig. 23.

A similar study as in Experiments 1 and 2 is performed
to characterize the RMSE under varying clustering fre-
quencies. The same approach was taken as in the previous
experiments. The position RMSEs were found to be 89.33,
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Fig. 25. Optimal eNB clusters for each interval in Experiment 3.

TABLE I
Lowest Position RMSEs for the Three Experiments

TABLE II
Position RMSEs of the Three Experiments for Different

Clustering Frequencies

TABLE III
Comparison of Position RMSEs for the Exploited Levels of

Synchronization

81.07, and 80.96 cm for clustering frequencies of 1, 2, and
4, respectively. The optimal clusters for each interval of the
trajectory are shown in Fig. 25.

The lowest achieved position RMSE for each experi-
ment are tabulated in Table I and the RMSEs for different
clustering frequencies are summarized in Table II, which
shows that in general, updating the clustering yields better
performance than fixing the clusters once at the beginning.
The increase in RMSE in Experiment 1 between clustering
frequencies of 1 and 2 can be attributed to the diverging
short-term behavior of εn, as discussed above.

REMARK The proposed method assumes a certain level of
synchronization between BTSs, referred to as loose syn-
chronization. If this synchronization is completely absent
or unexploited using the proposed framework, the method
in [79], which addresses asynchronous networks, could
be used instead. However, this will come at the cost of
larger position errors. For example, the position RMSE of
experiment 1 will increase from 36.6 cm to 2.94 m, the
position RMSE of experiment 2 will increase from 88.58
cm to 5.99 m [79], and the position RMSE of experiment
3 will increase from 89.53 cm to 1.96 m. These results are
summarized in Table III. As such, in the case of the three ex-
periments presented herein, submeter-level position RMSE
is achieved by exploiting loose network synchronization
using the proposed method in a multipath-free environment
with LOS conditions. The RMSEs are calculated relative to
a GPS-IMU solution in the case of Experiments 1 and 2,

and relative to an GNSS-IMU RTK system in the case of
Experiment 3.

D. Discussion

The following are key takeaways and remarks from the
experimental results presented above. First, it is important to
note that the RMSEs for the first two experiments were cal-
culated with respect to the trajectory returned by the UAVs’
on-board navigation system. Although these systems use
multiple sensors for navigation, they are not equipped with
high precision GPS receivers, e.g., RTK systems. Therefore,
some errors are expected in what is considered to be “true”
trajectories taken from the on-board sensors. The hovering
horizontal precision of the UAVs are reported to be 2 m for
the X-Star Premium by Autel Robotics and 1.5 m for the
Matrice 600 by DJI. In contrast, the ground-truth system for
the third non-differential single-UAV experimental results
uses RTK and is rated at 0.6 cm horizontal precision by
Septentrio. Moreover, some errors may be due to uncer-
tainties in the BTS positions, which were obtained from
Google Earth imagery. While the accuracy of Google Earth
is not officially known, studies show that it is below 20 cm
in the areas of interest [83].

Second, the reported RMSEs are for optimal clustering.
In the 10 s during which GPS was available, a search was
performed to optimally cluster the clock biases using the
rule-of-thumb discussed in Section III-G. The search took
less than 3 s in each case. The RMSEs without clustering
(only one bias is estimated) are 48 cm, 97 cm, and 1.78
m for the first, second, and third single-UAV experiments,
respectively. As such, optimal clustering following the anal-
ysis proposed in Section III resulted in approximately 24%,
9%, 48% reductions in the position RMSEs, respectively,
over not clustering at all.

Third, the experiments showed that reliable navigation
with cellular signals is possible when the proper models
are used in an open semiurban environment. Some of the
experiments went over 5 min, indicating that the UAV could
rely exclusively on cellular carrier phase measurements
for sustained meter-level accurate navigation. Note that
the proposed frameworks does not account for unmodeled
errors such as multipath or signal blockage. Such errors
could be partially mitigated at the receiver level [37]. It is
expected for the performance to degrade in the presence of
such errors.

Fourth, throughout the experiments, the UAV remained
within the same BTS or eNB sectors. BTSs and eNBs
typically transmit in three different sectors, each of which
covering 120◦. When crossing between sectors, the receiver
would need to perform a “handover,” which involves
acquiring and tracking the signal from the new sector [44].
If the BTS sectors are not completely synchronized, the
handover may introduce meter-level errors to the BTSs’
clock bias model. One way to reduce the effect of the errors
introduced by crossing BTS sectors is to use the approach
proposed in [24].

4272 IEEE TRANSACTIONS ON AEROSPACE AND ELECTRONIC SYSTEMS VOL. 58, NO. 5 OCTOBER 2022

Authorized licensed use limited to: The Ohio State University. Downloaded on October 12,2022 at 17:26:44 UTC from IEEE Xplore.  Restrictions apply. 



Fifth, it was assumed that the UAVs had short access to
GPS to perform clustering and initialize proposed frame-
work. Alternatively, if a base receiver is continuously or
intermittently present throughout the navigation period, the
UAV could leverage the cellular-based differential frame-
work proposed in [51] to perform clustering periodically.
This would completely eliminate the dependency on GPS.
Moreover, it was shown in [57] that under real GPS jam-
ming conditions, cellular BTSs maintain the same level
of synchronization for at least 90 min, and that a cellular
SOP receiver can navigate for 5 km in the presence of
jamming. This implies that the navigation performance of
the proposed framework will not suffer under GPS jamming
for a significant period of time.

Sixth, Fig. 12 shows that the clock deviations are sta-
ble processes with bounded standard deviations. However,
Table II shows that, in general, keeping the same clustering
performs worse than updating the clustering when GPS is
available. This is due the fact that some of the εn processes,
while stable, reach stationarity at a much slower rate than the
rate at which positioning is performed. Therefore, optimal
clusters may change in the short-term. In the long-term, if
clustering is performed only once, the steady-state values
of σεn will determine the accuracy of the position solution.
According to Fig. 12, σεn < 5 m, which is equivalent to GPS
pseudorange precision. It is also worth mentioning that the
ubiquity of cellular SOPs offers a low horizontal dilution
of precision (HDOP). In fact, the HDOP remained below
unity in all experiments. The low HDOP further reduces the
effect of a large σεn .

Seventh, the UAV-mounted receiver’s clock bias is ac-
counted for as part of the common clock bias terms. As such,
the magnitude of the receiver’s clock bias should not affect
the position estimate. It has been proven in [24] [c.f. (30)]
that the position error is independent of common errors,
which is the receiver’s clock bias in this case. This implies
that the quality of the receiver’s clock should not affect
the navigation performance, as long as the receiver can
maintain track of the signals. As an example, the USRPs
used in Experiments 1 and 2 are equipped with GPS-
disciplined TCXOs, whereas the one used in Experiment
3 was equipped with a GPS-disciplined OCXO; yet, the
navigation performances were comparable.

Eighth, in order to assess the effect of altimeter errors
on the 2-D navigation solution, a zero-mean, Gaussian
measurement noise error was simulated in�zr,sn with a 100
m2 variance. The 2-D position RMSEs for experiments 1,
2, and 3 in the presence of altimeter errors were 38.3 cm
(increase of 1.7 cm), 1.03 m (increase of 14.4 cm), and 94.6
cm (increase of 4.3 cm), respectively. The degradation in the
2-D navigation solution is up to two orders of magnitudes
less than the altimeter errors.

Ninth, the reclustering idea is related to intermittent
self-calibration of clocks using ground-based SOPs [84].
The main difference, however, lies in the fact the proposed
method keeps estimating clock biases after reclustering,
albeit a subset of the clock biases. The subset of clock
biases is selected via the clustering algorithm. This ensures a
robust navigation solution against unexpected time varying

behaviors of clock biases while minimizing the number of
estimated parameters to reduce the DOP. Moreover, this
article assumed periodic reclustering; however, recluster-
ing could be performed whenever the UAV regains access
to GPS or following some metric defined by the desired
application.

V. CONCLUSION

This article presented a framework for UAV navigation
with cellular carrier phase measurements where submeter
accuracy is achievable under multipath-free LOS conditions
and the UAV not crossing BTS sectors. The proposed frame-
work leverages the relative stability of cellular BTSs clocks,
referred to as loose network synchronization. This stability
also allows to parameterize the SOP clock biases by a
common term plus some small deviations from the common
term. The clock deviations were subsequently modeled as
a stochastic sequence and the model is validated through
extensive experimental data. Analysis of these deviations
revealed that they can be clustered to minimize the resulting
position error. Next, a rule-of-thumb for clustering the clock
deviations was established to significantly reduce the com-
plexity of the clustering step. To demonstrate the efficacy
of the developed framework, three UAV flight experiments
in Southern California, USA, were presented. The three
experiments took place in open, semiurban environments
with nearly multipath-free LOS conditions, in which the
UAV traveled 1.72, 3.07, and 0.61 km, achieving subme-
ter horizontal position RMSEs of 36.61, 88.58, and 89.33
cm, respectively, relative to the UAV’s on-board navigation
solution.

APPENDIX A
PROOF OF THEOREM III.1

This appendix provides the proof of Theorem III.1 stat-
ing that the position error at any time instant δrr (k) due to
relative clock deviations is independent of cδtl .

PROOF Denote the measurement noise covariance of η �
[η1 . . . , ηn]T as Rη. It is assumed that the WNLS had
converged very closely to the true state in the absence of
clock deviations. The clock deviations are then suddenly
introduced into the measurements, which will induce an
incremental change in the receiver state estimate given by

δx(k) = − (HTR−1
η H

)−1 HTR−1
η ε(k)

= − (H̄TH̄
)−1 H̄Tε̄(k) (24)

where

H̄ � R− 1
2

η H, ε̄(k) � R− 1
2

η ε(k) (25)

and ε � [ε1, . . . , εN ]T. The matrix product H̄Tε̄(k) can be
further expressed as

H̄Tε̄(k) =
[
ḠT

�̄T

]
ε̄(k) =

[
ḠTε̄(k)
�̄Tε̄(k)

]
(26)

where

Ḡ � R− 1
2

η G, �̄ � R− 1
2

η �. (27)
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Next, (H̄TH̄)−1 is expressed as

(
H̄TH̄

)−1 =
[
ḠTḠ ḠT�̄

�̄TḠ �̄T�̄

]−1

�
[
A B
BT D

]
(28)

where A is a 2 × 2 symmetric matrix, B is a 2 × L matrix,
and D is an L × L symmetric matrix. The estimation error
becomes

δx(k)=
[
δrr (k)
δ (cδt (k))

]
=−

[(
AḠT + B�̄T) ε̄(k)(
BTḠT + D�̄T) ε̄(k)

]
. (29)

Using the matrix block inversion lemma, the following may
be obtained:

A = (
ḠT�̄Ḡ

)−1

B = − (ḠT�̄Ḡ
)−1 ḠT�̄

(
�̄T�̄

)−1

D = (
�̄T�̄

)−1
[
I + �̄TḠ

(
ḠT�̄Ḡ

)−1 ḠT�̄
(
�̄T�̄

)−1
]

(30)

where �̄ � I − �̄(�̄T�̄)−1�̄T. This yields the position error
given by

δrr (k) = − (ḠT�̄Ḡ
)−1 ḠT�̄ε̄(k). (31)

When Rη = σ 2I, the above simplifies to

δrr (k) = − (GT�G
)−1 GT�ε(k)

(32)
ε(k) � [ε1(k), . . . , εN (k)]T , � � I − �

(
�T�

)−1
�T.

(33)

Note that � is the annihilator matrix of � and satisfies �� =
�. It can be readily shown that

� = diag
[
IN1 − 1

N1
1N11N1

T, . . . , INL − 1
NL

1NL1NL
T
]
.

(34)
Consequently, (32) implies that the effect on the position
error δrr comes from the vector

ε̃(k) � �ε(k) = −
⎡
⎣ ε1(k) − μ1(k)1N1...

εL(k) − μL(k)1NL

⎤
⎦ (35)

where ε(k) = [εT
1 (k), . . . , εT

L (k)]T, εl (k) = [εl1, . . . , εlNl ]
T,

and μl (k) � 1
Nl

∑Nl
i=1 εli (k). Noting that εn(k) =

cδtl (n)(k) − cδ̄t n(k), the following holds:

ε̃n(k)= 1
Nl

Nl∑
i=1

[
cδtl (n)(k)−cδ̄t li (k)

]−[cδtl (n)(k)−cδ̄t n(k)
]

= cδ̄t n(k) − 1
Nl

Nl∑
i=1

cδ̄t li (k) (36)

which is independent of cδtl (k). �

APPENDIX B
PROOF OF THEOREM III.2

This appendix provides the proof of Theorem III.2,
which states that given a clock bias clustering with L <
N − 2 clusters and JL � ‖�ε(k)‖2

2; then, there exists a
clustering with L + 1 clusters such that JL ≥ JL+1.

PROOF: First, note that JL may be expressed as

JL = ‖�ε(k)‖2
2 =

∥∥∥∥∥∥
⎡
⎣

ε1(k) − μ1(k)1N1...
εL(k) − μL(k)1NL

⎤
⎦
∥∥∥∥∥∥

2

2

=
L∑
l=1

∥∥εl − μl (k)1Nl
∥∥2

2 =
L∑
l=1

Nl∑
j=1

[
εl j (k) − μl (k)

]2

=
L−1∑
l=1

Nl∑
j=1

[
εl j (k) − μl (k)

]2 +
NL∑
j=1

[
εLj (k) − μl (k)

]2

= a +
NL∑
j=1

(εLj (k) − μL(k))2 (37)

where a �
∑L−1

l=1
∑Nl

j=1[εl j (k) − μl (k)]2. In what follows,
the time argument k will be dropped for simplicity of
notation. Now, add an additional cluster by partitioning εL
according to εL = [ε′T

L, εL+1]T and define

JL+1 = a +
NL−1∑
j=1

(
εLj − μ′

L
)2 + (

εL+1 − μL+1
)2 (38)

where μ′
L � 1

NL−1
∑NL−1

j=1 εLj and μL+1 = εL+1. Subse-
quently, JL+1 may be expressed as

JL+1 = a+
NL−1∑
j=1

(εLj − μL )2. (39)

The second term in JL may be expressed as
NL∑
j=1

(εLj − μL )2 =
NL∑
j=1

ε2
Lj − NLμ2

L

=
NL−1∑
j=1

ε2
Lj − NLμ2

L + ε2
LNL
. (40)

The term NLμ2
L may be expressed as

NLμ2
L = NL

⎛
⎝ 1
NL

NL∑
j=1

εLj

⎞
⎠

2

= 1
NL

⎛
⎝NL−1∑

j=1

εLj + εLNL

⎞
⎠

2

= 1
NL

[
(NL − 1)μ′

L + εLNL

]2

= (NL − 1)2 μ′2
L

NL
+ 2(NL − 1)μ′

LεLNL
NL

+
ε2
LNL
NL

= (NL − 1)μ′2
L − (NL − 1)μ′2

L
NL

+ 2(NL − 1)μ′
LεL,NL

NL
+
ε2
LNL
NL

+ ε2
LNL

− ε2
LNL

= (NL − 1)μ′2
L − (NL − 1)

NL
(εLNL − μ′

L )2 + ε2
LNL
. (41)
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Substituting back in the second term of JL yields
NL∑
j=1

(εLj − μL )2

=
NL−1∑
j=1

(εLj − μ′
L )2 + (NL − 1)

NL
(εLNL − μ′

L )2. (42)

Substituting back in JL yields

JL = a+
NL−1∑
j=1

(εLj − μ′
L )2 + (NL − 1)

NL
(εLNL − μ′

L )2

= JL+1 + (NL − 1)
NL

(εLNL − μ′
L )2. (43)

Since (NL−1)
NL (εLNL − μ′

L )2 ≥ 0, then JL ≥ JL+1. �

APPENDIX C
PROOF OF THEOREM III.3

This appendix provides the proof of Theorem III.3
stating that adding a carrier phase measurement from an
additional cellular SOP while augmenting the clock state
vector cδt by its corresponding additional clock state will
neither change the position error nor the position error
uncertainty.

PROOF: The augmented Jacobian matrix is given by

H′ =
[
G � 0
gT 0T 1

]
(44)

where g � r̂r−rsN+1√
‖r̂r−rsN+1 ‖2

2+�z2
r,sN+1

. The new information matrix

is subsequently given by

H′TH′ =
⎡
⎣G

TG + ggT GT� g
�TG �T� 0
gT 0T 1

⎤
⎦=
[
M11 m12
mT

12 1

]
(45)

where

M11 �
[
GTG + ggT GT�

�TG �T�

]
,m12 �

[
g
0

]
.

The new covariance is given by

P′ =
(
H′TH′

)−1
=
[
A′ b′

b′T d ′

]
(46)

where

A′ = (
M11 −m12mT

12
)−1

b′ = − (M11 −m12mT
12
)−1 m12

d ′ = 1 +mT
12
(
M11 −m12mT

12
)−1 m12.

The matrix A′ may be expressed as

A′ =
([

GTG + ggT GT�

�TG �T�

]
−
[
ggT 0
0T 0

])−1

=
[
GTG GT�

�TG �T�

]−1

= P (47)

which indicates that the new uncertainty in the position state
is unchanged. The new covariance can be expressed as

P′=
[

P −Pm12
−mT

12P 1 +mT
12Pm12

]
=
⎡
⎣P

′
11 P′

12 P′
13

P′T
12 P′

22 P′
23

P′T
13 P′T

23 P′
33

⎤
⎦ (48)

where

P′
11 = (

GT�G
)−1

P′
12 = − (GT�G

)−1 GT�
(
�T�

)−1

P′
13 = − (GT�G

)−1 g

P′
22 = (

�T�
)−1

�T
[
I + G

(
GT�G

)−1 GT
]
�
(
�T�

)−1

P′
23 = (

�T�
)−1

�TG
(
GT�G

)−1 g

P′
33 = 1 + gT (GT�G

)−1 g.

The new estimation error is given by

δr′r (k) = −P′H′Tε′(k) (49)

where ε′(k) � [εT(k), εN+1(k)]T and εN+1(k) is the error
from the (N + 1)st measurement. Using the expressions of
P′, H′, and ε′, it can be readily shown that

δr′r (k) = − (GT�G
)−1 GT�ε(k) = δrr (k). (50)

Therefore, the addition of a measurement while augmenting
the clock state vector by one state will not improve the
position estimate nor the position error uncertainty. �

APPENDIX D

Table of ARMA Coefficients for Experiment 1
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Opportunistic Autonomous Integrity Monitoring
for Enhanced UAV Safety
Joe Khalife , Mahdi Maaref, and Zaher M. Kassas , University of California,
Irvine, CA 92697 USA

INTRODUCTION

Autonomous unmanned aerial vehicles (UAVs) are pre-

dicted to revolutionize a wide range of sectors, such as sur-

veying, farming, filming, construction, transportation,

emergency response, infrastructure inspection, and pack-

age delivery. As these vehicles approach full-autonomy,

the accuracy and integrity of their navigation system

become ever more stringent [1]–[4]. While the notion of

accuracy is self-explanatory, the notion of integrity is less

obvious, but it is of utmost importance in the safety critical

application of aviation. Integrity is a criterion to evaluate

the reliability and to measure the level of trust in the infor-

mation produced by a navigation system. A high-integrity

navigation system must be able to detect and reject faulty

measurements and provide an integrity measure of the con-

fidence in the system performance at any time. Integrity

monitoring can be provided through the global navigation

satellite system (GNSS) navigation messages to indicate

satellite anomalies, such as clock errors. However, this

type of integrity information is not useful for real-time

applications, as it may take on average, about an hour (or

less based on recent data), to identify and broadcast the sat-

ellite service failure. Thus, alternative frameworks for

integrity monitoring have been developed, which can be

categorized into internal and external [5]. External methods

[e.g., ground-based augmentation system (GBAS) and sat-

ellite-based augmentation system (SBAS)] leverage a net-

work of ground monitoring stations to monitor the

transmitted signals [6], while internal methods [e.g.,

receiver autonomous integrity monitoring (RAIM)] typi-

cally use the redundant information within the transmitted

navigation signals. RAIM inherently possesses desirable

characteristics due to its design flexibility and adaptability

[5]. RAIM is a technique primarily based on checking the

consistency of redundant measurements. RAIM assesses

the availability performance by calculating the protection

level (PL) on-the-fly, which is the radius of a circular area

centered around the position solution and is guaranteed to

contain the true position within the specifications of RAIM,

i.e., with a probability less than or equal to an acceptable

integrity risk [7]. By comparing the PL with a predefined

alert limit (AL), the availability of the navigation system

could be determined; specifically, if the PL is less than the

AL, the navigation solution is deemed reliable for the pre-

defined integrity risk, and unreliable otherwise.

RAIM was initially proposed for GPS-based naviga-

tion. Recently, advanced RAIM (ARAIM) algorithms have

been developed for multiconstellation navigation systems,

which use measurements from different GNSS [8]. Never-

theless, relying on GNSS signals alone poses an alarming

vulnerability for UAV navigation due to unintentional

interference [9], intentional jamming [10], and spoofing

[11]. Besides, due to the geometric configuration of GNSS

satellites, the vertical error of the GNSS navigation solu-

tion is too large for safe UAV navigation in urban environ-

ments [12]. To account for GNSS limitations, alternative

sensors have been integrated into the UAV’s navigation

system, and the integrity of these sensors has been the sub-

ject of recent studies. Recently, different RAIM schemes

incorporating other sensing modalities have been proposed,

such as i) multi-GNSS constellation RAIM (e.g., Galileo-

GPS, [13] GLONASS-GPS, [8] Beidou-GPS [14], and ii)

GNSS-sensor RAIM (e.g., GPS, inertial measurement units

(IMUs), wheel speed encoders, and cameras [15]; GNSS-

aided inertial navigation system (INS) [16]; GPS and

vision [17]; GNSS and IMU [18]; GNSS, lidar, and IMU

[19]; and GPS and lidar [20]).

In addition to sensors, ambient radio signals in the

environment, which are not intended for navigation, have

been recently considered as a supplement or an alternative

to GNSS signals [21]. These signals, termed signals of

opportunity (SOPs), can be terrestrial (e.g., cellular sig-

nals, digital television signals, AM/FM signals) or space-

based (e.g, low Earth orbit (LEO) satellites). SOPs possess
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desirable characteristics for navigation purposes: i) ubiq-

uity, ii) high received power, iii) large transmission band-

width, iv) wide range of transmission frequencies, and v)

geometric diversity. Recent research has demonstrated

that cellular SOPs could yield submeter-level-accurate

navigation on UAVs [22] and meter-level-accurate navi-

gation on high altitude aircraft [23]. Moreover, it has been

demonstrated that fusing GNSS and cellular SOPs results

in significant reduction in the UAV’s position uncertainty

and PLs [12].

As the number of systems that rely on SOPs for navi-

gation grows, the need for modeling measurement errors

and monitoring the integrity of SOP-based navigation

systems increases. Over the past few years, research has

been conducted to model different error sources that

deteriorate SOP measurements [24], [25]. In [25], it was

shown that while adding more measurements from other

satellites decreases the PLs, measurements from SOPs

are more effective in minimizing the PL than GNSS sat-

ellites. This is due to the fact that terrestrial SOP meas-

urements are received from negative elevation angles, as

the UAV can fly above terrestrial SOPs. As a conse-

quence, a combined GNSS-SOP system will benefit from

a doubled elevation angle range. However, the integrity

of SOP-based navigation systems has been barely stud-

ied in the existing literature. This article presents a new

paradigm, termed opportunistic ARAIM (OARAIM),

which reduces the PLs of UAVs by fusing GNSS and ter-

restrial SOP pseudorange measurements. It is shown that

by incorporating SOPs, the PLs can be made smaller

than the ones from any combination of current GNSS

constellations, as shown in Figure 1. This reduction is

essential in order to meet stringent integrity standard

needed for safe UAV operations, especially in i) GNSS-

challenged environments and ii) environments with poor

satellite-to-user geometry.

Preliminary studies to assess the PL reduction due to

using SOPs have been considered in [12], [24], [26]. These

studies investigated a classical RAIM-based approach,

where a maximum of only one measurement outlier at

each time-step was considered. However, in the compli-

cated wireless environments (e.g., deep urban canyons,

nearby buildings, SOP blind spots, etc.) where the sig-

nals are heavily affected by multipath and line-of-sight-

(LOS)-blockage, the assumption of experiencing only

one measurement outlier may not be valid anymore.

Moreover, at high altitudes [e.g., UAVs flying at an alti-

tude of 250 m above ground level (AGL)], signal inter-

ference could be experienced [27]. To thoroughly tackle

these problems, this article extends previous work

through three contributions. First, in contrast to previous

work, this article aims to detect more than one outlier

induced into measurements due to LOS signal blockage

or multipath. To this end, this article establishes a

GNSS-SOP OARAIM framework and calculates the cor-

responding vertical PL (VPL) and horizontal PL (HPL).

Second, a fault-tree and the associated fault probabilities

for a combined GNSS-SOP system is developed. Then, the

corresponding integrity support message (ISM) parameters

for SOPs are discussed (e.g., user range error (URE), user

range accuracy (URA), maximum nominal bias, etc.).

Third, experimental results with cellular SOPs are presented

evaluating the efficacy of the proposed OARAIM frame-

work on a UAV for different fault conditions. A stress test

shows that in faulty conditions, the OARAIM algorithm

detects the faults in GPS satellites while GPS-only ARAIM

fails to detect such faults. Moreover, the OARAIM algo-

rithm reduces the gaps between the VPL and HPL and verti-

cal and horizontal position errors (PEs) by more than

55% and 70%, respectively, compared to only using

GNSS measurements.

The rest of this article is organized as follows. The

section “OARAIMFramework” presents the proposed OAR-

AIM framework. “Performance Evaluation” evaluates the

performance of the OARAIM framework numerically and

experimentally. Last, we present the “Conclusion.”

OARAIM FRAMEWORK

This section develops the OARAIM framework to perform

integrity monitoring for GNSS-SOP-based navigation. A

well-designed integrity monitoring framework provides the

UAV with the PLs, i.e., horizontal and vertical regions
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centered at the UAV’s true position, which are guaranteed

to contain the UAV’s estimated position with a certain level

of confidence. In this article, a baseline multiple hypothesis

solution separation (MHSS)ARAIM, whichwas introduced

in [28] is used to calculate the PLs. In the sequel, ARAIM

will refer to MHSS ARAIM, for simplicity. ARAIM is a

robust framework for combining navigation signals from

different navigation sources with different signal properties,

e.g., different URA values and different probabilities of sin-

gle or multiple simultaneous faults. As such, ARAIM is

well-suited for combining SOP signals with GNSS signals

to form OARAIM. In addition to providing PLs, OARAIM

performs fault detection and exclusion to mitigate the effect

of SOP and/or GNSS system faults on the navigation solu-

tion. Figure 2 summarizes the OARAIMGNSS-SOP frame-

work for UAV navigation.

FAULT TREE AND FAULT MODES

OARAIM operates on a fault tree. By definition, a fault

tree refers to a set of assumptions about the environment

in which a RAIM algorithm is applied. The measurements

are supposed to be in one out of a set of different branches

of the fault tree, to each of which an a priori probability

of occurrence is assigned. Therefore, the fault tree can be

employed to identify different sources of faults. OARAIM

performs multiple statistical tests to detect faults, and then

it attempts to exclude the detected faults. The HPL and

VPL are subsequently calculated.

OARAIM considers a list of faults that need to be moni-

tored and determines the corresponding prior probabilities

that must be assigned to each mode. For simplicity, a GPS-

SOP fault tree will be discussed. Extension to other GNSS

constellations is expected to be straightforward. In [28], a

method was presented to determine the faults that need to

be monitored and the associated probabilities of faults.

Using the same methodology, in this article, a maximum of

three simultaneous faults are considered. Also, the probabil-

ity of a constellation fault (i.e., a fault that affects all trans-

mitters) for both GPS and SOP transmitters are assumed to

be sufficiently improbable. This assumption relies on histor-

ical record of these signals. GPS records show that there is

no evidence of a constellation fault since the first GPS satel-

lites were launched [29]. Moreover, no SOP “constellation”

faults were experienced in any of the tests performed in

[25]; however, since there is not enough SOP data to com-

pute this probability yet, this may be an optimistic assump-

tion. The resulting GPS-SOP fault tree is depicted in

Figure 3. It is assumed that the true SOP “constellation”

fault will not change the number of faults to be moni-

tored in the current fault tree. In the case that the num-

ber of faults change, the fault tree should be updated

accordingly

To calculate the mode probabilities, the probability of

GPS satellite and SOP transmitter failures must be known,

namely fPGPS;igNGPS
i¼1 and fPSOP;igNSOP

i¼1 , respectively;

whereNGPS andNGPS are the numbers of visible GPS sat-

ellites and SOP transmitters, respectively. In this article,

all SOP transmitter failure probabilities were set to

fPSOPi;igNSOP
i¼1 ¼ PSOP ¼ 10�4 and all GPS satellite failure

probabilities were set to fPGPS;igNGPS
i¼1 ¼ PGPS ¼ 10�5,

according to the historical records detailed in [30]. The

choice of PSOP is discussed in the Experimental Results

section. Subsequently, the GPS-SOP fault probability for

Mode n can be expressed as

PMode;n ¼ NGPS

kGPS;n

� �
P

kGPS;n

GPS 1�PGPSð ÞðNGPS�kGPS;nÞ

� NSOP

kSOP;n

� �
P

kSOP;n

SOP 1�PSOPð ÞðNSOP�kSOP;nÞ (1)

where n ¼ 0; . . . ; 10, is the mode index and kGPS;n and

kSOP;n are the number of faulty GPS satellites and SOP

transmitters in Mode n, respectively. Modes 1 to 9 corre-

spond to the faulty operations, including one, two, and

three simultaneous faults, while Mode 10 is assumed to

never occur.

Figure 2.
Opportunistic navigation framework with OARAIM.

Figure 1.
UAVPLs with ARAIM (GNSS only) and OARAIM (SOP-GNSS).
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OARAIM ALGORITHM

OARAIM shares some common inputs and constant param-

eters used by ARAIM [28]. While some values are indepen-

dent of the signal type (e.g., total integrity budget,

probability of false alarm, etc.), other values are SOP-spe-

cific. The ORAIM inputs are tabulated in Table 1. In contrast

to traditional RAIM frameworks, where pseudorange mea-

surement errors are assumed to have zero-mean, ARAIM

accounts for unknown but bounded pseudorange biases

denoted by fbnom;GPS;igNGPS
i¼1 . For GPSmeasurements, these

biases bound nominal errors, mainly due to the code correla-

tion peak deformation [31]. The values of the biases are

extracted from the ISM and can be limited to 0.75 m [5]. A

similar value can be conservatively used for biases in SOP

measurements, denoted by fbnom;SOP;igNSOP
i¼1 , as SOP signals

are unaffected by atmospheric errors.

A summary of the OARAIM algorithm is given below.

The steps below highlight the differences between the

ARAIM and OARAIM algorithm. The details of the

ARAIM algorithm can be found in [28].

Step 1: Compute the pseudorange error covariance

matrices denoted Cint and Cacc, where the former is com-

puted using the URA standard deviations fsURA;GPS;igNGPS
i¼1

and fsURA;SOP;igNSOP
i¼1 , and the latter using the URE

standard deviations fsURE;GPS;igNGPS
i¼1 and

fsURE;SOP;igNSOP
i¼1 . Without loss of generality, it is assumed

that the combined GPS-SOP measurements are ordered as

GPS measurements first then SOP. The diagonal elements

of Cint and Cacc pertaining to GPS satellites are calculated

according to, [28] and the ones pertaining to SOPs are given

by

Cint NGPS þ i;NGPS þ ið Þ ¼ s2
URA;SOP;i (2Þ

Cacc NGPS þ i;NGPS þ ið Þ ¼ s2
URE;SOP;i; (3)

for i ¼ 1; . . . ; NSOP.

Step 2: Compute the all-in-view position solution

using weighted least-squares estimation with weight matrix

C�1
int . All available GNSS and SOP measurements are used

in this step.

Step 3: Determine the fault modes, which are the

faults that need to be monitored and their associated prob-

abilities. These modes for the OARAIM algorithm are

summarized in the fault tree shown in Figure 3.

Step 4: Evaluate the fault-tolerant positions and asso-

ciated standard deviations and biases for each fault mode.

A fault-tolerant position for a certain mode is computed

using all measurements except the measurements of the

assumed faulty GNSS satellites or SOPs in that given

Figure 3.
GPS-SOP fault tree and the associated probabilities calculated according to (1).
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mode. In particular, this step derives the following param-

eters for each fault mode:

The variances of the fault-tolerant position compo-

nents (East, North, Up) for each fault mode.

The difference between the fault-tolerant position and

the all-in-view position and the variance of this difference.

The worst-case impact of the nominal biases

fbnom;GPS;igNGPS
i¼1 and fbnom;SOP;igNSOP

i¼1 on the position

estimate.

Step 5: Perform two sets of tests:

Solution separation tests:

– Compute the solution separation test thresholds from

the probability of false alarm.

– Perform the test on all the components of the differ-

ence between the fault-tolerant and all-in-view solu-

tions for each fault mode. If any test fails, exclusion

must be attempted.

A chi-squared test:

– A chi-squared test is performed on the measurement

residuals for the all-in-view solution with weight

matrix Cacc calculated in Step 1.

– The threshold is computed using the inverse chi-

squared cumulative density function (cdf) and a

pre-defined probability of false alarm.

– If the chi-squared test fails, the PLs cannot be con-

sidered valid and exclusion cannot be attempted. If

this test fails while none of the solution separation

tests fail, then the fault is most likely outside the

threat model. The chi-square test is a sanity check

for that purpose.

Step 6: Calculate the PLs if all of the solution separa-

tion tests and the chi-squared test pass and formulate the

vertical positioning performance criteria:

1) Criterion 1: 95% accuracy parameter, which is the

achievable positioning accuracy in the vertical

domain 95% of the time. According to the Localizer

Performance with Vertical guidance (LPV)- 200

standard, the 95% accuracy must be limited to 4 m.

2) Criterion 2: 10�7 fault-free position error bound,

which is the achievable positioning accuracy in the

vertical domain 99.99999% of the fault-free time.

According to the LPV-200 standard, the 10�7 fault-

free position error bound must be limited to 10 m.

3) Criterion 3: Effective monitor threshold (EMT),

which is a parameter that takes into account the

faults with a prior greater than or equal to 10�5.

According to the LPV-200 standard, EMT must be

limited to 15 m.

If the chi-squared test passes but any of the solution sep-

aration tests fail, the following steps are performed instead.

Step 7: Exclude the faults by first determining the can-

didate subset to exclude. This is achieved by performing a

search over all possible subsets to find the subset that

yields the highest discrepancy between the fault-tolerant

and all-in-view solution. Once the best candidate subset is

determined, an exclusion test is performed to account for

the wrong exclusion probability.

Step 8: Compute the PLs after exclusion. This step is

similar to Step 6 except that it accounts for the wrong

exclusion probability.

Table 1.

Inputs to the GPS-SOP OARAIM Algorithm

Input Description Obtained from

fzGPS;igNGPS
i¼1 GPS pseudorange measurements GPS front-end and tracking loop

fzSOP;igNSOP
i¼1 SOP pseudorange measurements SOP front-end and tracking loop

fsURA;GPS;igNGPS
i¼1 Standard deviation of GPS user range accuracy ISM

fsURA;SOP;igNSOP
i¼1 Standard deviation of SOP user range accuracy The value of UREmultiplied by 1.5

fsURE;GPS;igNGPS
i¼1 Standard deviation of the GPS user range error ISM

fsURE;SOP;igNSOP
i¼1 Standard deviation of the SOP user range error [25]

fbnom;GPS;igNGPS
i¼1 Maximum bias for a GPSmeasurement ISM

fbnom;SOP;igNSOP
i¼1 Maximum bias for a SOPmeasurement Similar to the GPSmaximum bias

fPGPS;igNGPS
i¼1 Probability of a single GPS fault Historical records. Currently used value is 10�5

fPSOP;igNSOP
i¼1 Probability of a single SOP fault Experimental campaign. Proposed value is 10�4

PConst;GPS Probability of GPS constellation fault Historical records. Currently used value is 0

PConst;SOP Probability of SOP constellation fault Experimental campaign. Proposed value is 0
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Step 9: Compute the 95% accuracy criterion after

exclusion to account for fault modes.

Remark: Note that the above used LPV-200 require-

ments, which were developed for aircraft operation, since

no formal integrity requirements established for small

UAVs as of yet. As stakeholders develop such require-

ments for UAVs, the parameters in the OARAIM algo-

rithm can be adjusted accordingly.

Figure 4 summarizes the proposed OARAIM algorithm.

PERFORMANCE EVALUATION

This section evaluates the performance of the OARAIM

framework numerically and experimentally. The OARAIM

algorithm was implemented using the MATLAB Algo-

rithmAvailability Simulation Tool (MAAST) [29], [32].

SIMULATION RESULTS

In order to study the performance of the OARAIMalgorithm

under fault-free and faulty conditions, a simulation was per-

formed with two SOPs. For this test, GPS signals were

obtained from a stationary receiver at the Madrid Deep

Space Communications Complex (MDSCC). The elevation

and azimuth angles of the GPS satellite constellation above

the receiver over a 24-h period was computed using GPS

ephemeris files collected at the MDSCC. The GPS observa-

tions were extracted from the recorded Receiver Indepen-

dent Exchange Format (RINEX) file. Then, the SOP signals

were simulated using a high-fidelity SOP simulator that has

been used in previous research [24]. The SOP and receiver’s

clock qualities were modeled as typical oven-controlled

crystal oscillator (OCXO) and temperature-compensated

crystal oscillator (TCXO), respectively. To overcome the

unknown nature of the SOP transmitter’s clock bias and its

drift, which in GNSS-based navigation are known through

the navigation message, a reference receiver, referred to as

the base, is assumed to be present in the UAV’s environment

to provide differential corrections. Moreover, it is assumed

that the base has direct line-of-sight (LOS) to all of the cellu-

lar towers to eliminate the possibility of common errors. The

impact of using a base receiver on an SOP-based integrity

monitoring framework has been fully investigated in [24],

where a base receiver was employed to estimate the SOP

clock biases through a Kalman filter. Considering that the

base receiver could be deployed on top of a building, it can

be assumed that it has access to unobstructed GNSS signals

from which it can estimate its own clock bias. Hence, for the

purpose of this study, it is assumed that the base has com-

plete knowledge of its position and its clock bias and that it

does not introduce a nonzero mean common mode error in

the UAV’s differential measurements. Once the measure-

ments are corrected, a common clock bias term remains to

be estimated, and is added to the set of constellation clock

biases to be estimated.

In the first scenario, both SOPs were fault-free. In the

second scenario, a fault of a magnitude of 30 m was

injected into the second SOP measurement. To illustrate

the accuracy and integrity performances simultaneously, a

so-called Stanford diagram was plotted in Figure 5, where

PE, PL, and AL are shown for four scenarios: GPS-only

(black dots), GPS-SOP in fault-free operation (blue dots),

GPS-SOP without OARAIM fault exclusion (red dots), and

GPS-SOP with OARAIM fault exclusion (blue dots). The

AL was set to 30 m.

Note that except for the red points, the PLs in Figure 5

are calculated only after tests have passed, or after exclusion

in the case where faults are detected. However, similar to

[7], the PLs before exclusion (red) are shown in the Stanford

plot for a comparative analysis. The following may be

Figure 4.
OARAIM algorithm.

Figure 5.
The Stanford diagram demonstrating the horizontal accuracy and

integrity performances simultaneously.
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concluded from Figure 5. First, by comparing the blue and

black dots, it can be seen that adding SOPs eliminates sys-

tem unavailability. Second, injecting the fault into an SOP

measurement caused a misleading operation (red dots);

however, the OARAIM algorithm rejected the faulty mea-

surement to achieve nominal operation (green dots). Third,

by comparing the red and green dots, it can be seen that as

expected, fault exclusion results in reducing the PE. How-

ever, one can spot green and blue dots in the misleading

operation region. With only two SOPs, the integrity system

will heavily couple the GPS and SOP “constellations” since

there are not enough SOPs to compute an SOP-only position

solution. This could explain the occasional green or blue

point in the misleading operation region. However, one can

see that the PL is reduced on average when SOPs are used

with GPS for integrity, as shown by the lowered green and

blue cloud points compared to the GPS’s black point cloud.

EXPERIMENTAL RESULTS

In order to evaluate the performance of the proposed OAR-

AIM framework in a real-world scenario, a DJI Matrice

600 UAV was equipped with a dual-channel National

Instrument (NI) universal software radio peripheral

(USRP)-2955 to sample cellular long-term evolution

(LTE) SOPs at four LTE carrier frequencies: 739, 1955,

2125, and 2145 MHz. These frequencies are allocated for

the U.S. cellular providers AT&T, T-Mobile, and Verizon.

The ground-truth reference for the UAV’s trajectory was

taken from a Septentrio AsteRx-i V integrated GNSS-IMU

system, which is capable of producing a submeter-level

accurate real-time kinematic (RTK) navigation solution.

Figure 6 shows the experimental hardware and software

setup and Figure 7 shows the experimental environment.

The UAV flew for 4 min, while collecting LTE signals

from 11 LTE SOP transmitters in the environment. The

stored LTE signals were then processed by the LTE module

of the Multichannel Adaptive Transceiver Information

eXtractor (MATRIX) SDR to produce LTE SOP pseudor-

anges, which were then fused with GPS pseudorange meas-

urements obtained from the Septentrio receiver to produce

the navigation solution along with the corresponding OAR-

AIM integrity measures, as shown in Figure 7.

Two scenarios were considered to evaluate the impact of

SOP measurements on navigation and safety: (i) fault-free

conditions and (ii) faulty conditions with faults in two GPS

satellites. The faults were injected artificially as a stress

test for the OARAIM and ARAIM frameworks in postpro-

cessing in the form of 10 m biases in the pseudorange meas-

urements from GPS PRN 5 and PRN 25 over a period of

1 min. For each scenario, two sets of results are computed:

(a) a navigation solution and ARAIM integrity measures

using GPS measurements only and (b) a navigation solution

and OARAIM integrity measures using GPS and cellular

LTE SOP measurements. A very preliminary study charac-

terizing the measurement statistics of cellular SOPs shows

that sURE;SOP;i is around 0.75m at high altitudes in a semiur-

ban environment [12]. While the UAV is flown in a similar

environment in this article, this value of sURE;SOP;i was

inflated by 25% to be more conservative. As such, the

ARAIM and OARAIM algorithms were implemented with

sURA;GPS;i ¼ 1:1 m, sURE;GPS;i ¼ 0:75 m, sURA;SOP;i ¼
1:4 m, sURE;SOP;i ¼ 0:9375 m, fbnom;GPS;igNGPS

i¼1 ¼ 0:5 m,

and fbnom;SOP;igNSOP
i¼1 ¼ 0:75 m, for all i. Moreover, it was

found in[12] that the measurement error for UAV flights

is less than 5.42 m. Using this standard deviation as a

definition of a fault at high altitude in a semiurban envi-

ronment yields an SOP fault probability of about 10�4

(corresponding to 3:89sURA;SOP;i). Therefore, the prior

satellite fault probabilities were set to 10�5 and the prior

SOP fault probabilities were set to 10�4, with zero

probability for constellation faults. The sURE;SOP;i and

sURA;SOP;i values are relatively low since cellular signals

received by UAVs do not suffer from severe multipath

by virtue of the favorable channel between base stations

and UAVs. In fact, a recent study of UAV connectivity

to the cellular network demonstrated that the received

cellular signal power on low-altitude UAVs (30 m to

120 m) are stronger than the receiver power on ground-

based receivers, despite the downward-tilted cellular

antennas[33]. The study attributes these findings to the

fact that “free space propagation conditions at altitude

more than make up for antenna gain reductions.” It is

important to note that the reliability of cellular SOP has

not been fully characterized yet. As such, a 10�4 fault

probability could be either conservative or optimistic.

However, in the case of the latter, it has been shown in

[34] that OARAIM would still yield improvement over

Figure 6.
Experimental hardware and software setup.
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ARAIM for high and unlikely SOP fault probabilities

of 10�2.

One important integrity functionality studied in these

experiments is fault detection. Figure 8 shows the chi-

squared test results for the GPS-only and GPS-SOP systems

in fault-free and faulty conditions. The main takeaway from

Figure 8 is that although the test threshold increases by add-

ing SOP measurements (a straightforward property of

chi-squared-distributed random variables), the test sta-

tistic itself becomes more sensitive to faults. This also

applies to the solution separation tests, which are not

shown here for brevity. No faults were detected by the

GPS-only ARAIM system in the fault regime, whereas

the GPS-SOP OARAIM system detected such faults. It

is worth pointing out that while Figure 8 studied the

chi-squared test results, studying the solution separa-

tion test results would yield a large number of cases,

which is deferred to future work.

Next, the gap between the HPL and the horizontal posi-

tion error (HPE), and the gap between the VPL and vertical

position error (VPE) were studied. The gap between PLs

and PEs is an indicator of the tightness of the PLs. The

gaps are calculated according to DV , VPL� VPE and

DH , HPL�HPE. The root mean-squared error (RMSE)

ofDV and DH were computed for both GPS-only and GPS-

SOP and in fault-free and faulty conditions. The results are

tabulated in Table 2 and Figure 9.

The following can be concluded from Table 2 and

Figure 9. First, DH and DV are reduced significantly when

SOPmeasurements are added, withmore than 70% reduction

in the DH RMSE and more than 55% in the DV RMSE.

Figure 9 shows that while the PLswere significantly reduced,

the PEs slightly reduce as well. This implies that adding SOP

measurements significantly tighten the PLs toward the PEs

without the PEs exceeding the PL. This is a desirable behav-

ior as it moves the system more to the left of the “Nominal

operation” region shown in Figure 5. Second, the change in

the DH RMSE between fault-free and faulty conditions for

Figure 7.
Experimental environment, experimental setup, and experimental results showing the traversed trajectory, the GPS-only and SOP-GPS sky-

plots showing satellite-to-user and SOP transmitter-to-user geometry. The average fault-free PLs across the entire trajectory using GPS-only

RAIM, GPS-only ARAIM, and GPS-SOP OARAIM are plotted for comparison.

Figure 8.
Time history of the chi-squared test statistic for GPS-only and

GPS-SOP with their respective test thresholds. The test-statistic

for each system are shown in fault-free and faulty conditions. The

shaded area represents faulty conditions.
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GPS-only is much greater than the change for the GPS-SOP,

i.e., around 6% compared to 1.3%, respectively. The reduc-

tion in the GPS-only DH RMSE is due to the HPEs getting

larger because of the undetected faults while the HPL

remained unchanged. This undesirable behavior brings the

system closer to the “Misleading operation” region of

Figure 5. In the case of GPS-SOP, the faults are detected and

excluded properly, maintaining low DH and DV RMSEs in

the presence of faults. It is important to note that in this par-

ticular experiment, the VPL is lower than the HPL in the

case of GPS-only, as shown in Figure 9. This may be due to

the fact the probability of hazardous misleading information

(PHMI) for the VPL is about 100 times the PHMI for the

HPL when using standard ARAIM parameters from the GPS

ISM, as shown in Table 1. However, the ARAIM system

does not necessarily need to detect the faults with high proba-

bility. In this study, both the GPS-SOP OARAM and the

GPS-only ARAIM algorithms were set up with standard

ISM values shown in Table 1 for a comparative analysis.

Tuning and designing the OARAIM and ARAIMparameters

for optimal performance is left for future work.

Remark: While the presented simulation and experi-

ment results look promising, they are not enough to gener-

alize the conclusions. They provide an insight into the

potential of SOPs in improving integrity monitoring.

Extensive simulations and experiments are needed to

generalize the results obtained in this article and are left

as future work.

CONCLUSION

To improve the availability of the integrity monitoring sys-

tem, the capability to detect faults must be improved and

PLs must remain small. This article showed that by incor-

porating SOPs, the fault detection probability is increased

and PLs can be made smaller than the ones from current

GNSS constellations. To this end, the article presented an

OARAIM framework for enhanced UAV safety. OARAIM

enables safe UAV navigation by fusing GNSS signals with

ambient SOPs, producing tight PLs, while identifying and

excluding faults, if present. A fault tree was constructed for

GPS-SOP-based navigation and the OARAIM algorithm

was presented. Simulation results were presented demon-

strating that adding SOPs eliminates system unavailability

of the integrity system. Experimental results were pre-

sented showing that in faulty conditions, the OARAIM

algorithm detects the faults in GPS satellites while GPS-

only ARAIM failed to detect such faults. Moreover, the

OARAIM algorithm reduces the gaps between vertical and

horizontal PLs and PEs by more than 55% and 70%,

respectively, compared to only using GNSSmeasurements.

The PL reduction in OARAIM translates to higher avail-

ability of the integrity monitoring system, allowing the

UAV navigation system to meet more stringent integrity

standards than ARAIMwith GNSS only.
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Abstract—A user equipment (UE)-based navigation frame-
work that opportunistically exploits 5G signals is developed.
The proposed framework exploits the “always on” 5G down-
link signals in a time-domain-based receiver. To this end, a
so-called ultimate synchronization signal (USS) is proposed
to utilize the time-domain orthogonality of the orthogonal
frequency division multiplexing (OFDM)-based 5G signals.
This approach simplifies the receiver’s complexity and en-
hances the performance of the 5G opportunistic navigation
framework. Experimental results are presented to evaluate
the efficacy of the proposed framework on a ground vehicle
navigating in a suburban environment, while utilizing sub-
6 GHz 5G signals from two gNBs. It is shown that while
a state-of-the-art frequency-domain-based 5G opportunistic
navigation receiver can only reliably track the gNBs’ signals
over a trajectory of 1.02 km traversed in 100 seconds,
producing a position root mean-squared error (RMSE) of
14.93 m; the proposed time-domain-based receiver was able
to track over a trajectory of 2.17 km traversed in 230 seconds,
achieving a position RMSE of 9.71 m.

Index Terms—5G, signals of opportunity, positioning nav-
igation, ground vehicles, software-defined radio.

I. INTRODUCTION

In January 2021, the U.S. Department of Transportation
(USDOT)’s National Highway Traffic Safety Administra-
tion (NHTSA) announced the expansion of the Automated
Vehicle Transparency and Engagement for Safe Testing
(AV TEST) Initiative from a pilot to a full program [1],
in which dozens of companies and governments agencies
are now participating. Globally, hundreds of companies are
involved in bringing automated vehicles to our roads. As
automated vehicles approach full autonomy (referred to as
Level 5 [2]), strict guarantees emerge on their navigation
system accuracy, robustness, and integrity [3].

Among the different sensors (e.g., lidars, inertial mea-
surement unit (IMUs), global navigation satellite system
(GNSS) receivers, radars, cameras) with which automated
vehicles are equipped, GNSS receivers are the only ones
that provide a navigation solution in a global frame, do not
require aiding from an external source, and are unaffected
by weather conditions. Cellular signals possess similar
attributes, making them an attractive replacement to GNSS
signals in situations where GNSS signals are unusable.
Cellular signals, particularly 3G code-division multiple
access (CDMA) and 4G long-term evolution (LTE), have
shown high ranging and localization accuracy via special-
ized software-defined receivers (SDR) [4]–[9].

The cellular system is currently in its fifth generation
(5G). The navigation capabilities of 5G has been studied
extensively in the past few years [10], [11]. Different
approaches have been proposed, in which direction-of-
arrival (DOA) [12], direction-of-departure (DOD) [13],
time-of-arrival (TOA) [14], or a combination thereof [15]
was used to achieve accurate positioning from 5G signals.
All the aforementioned studies were either limited to
simulations and laboratory emulated 5G signals or were
based on restrictive assumptions. In particular, the proposed
approaches required the user to be in the network to en-
able network-based localization approaches (i.e., utilizing
downlink and uplink signals from the 5G gNB to the
user and back). This compromises the user’s privacy by
revealing their accurate location and limits the user to only
gNBs of the network to which they are subscribed.

In contrast to aforementioned approaches, downlink 5G
signals can be exploited opportunistically for navigation
(i.e., without communicating back with the 5G gNB nor
subscribing to the network). In [16], a comprehensive
approach for opportunistic navigation with 5G exploiting
the downlink signal was developed. The proposed ap-
proach extracted navigation observables from the “always-
on” transmitted synchronization signals and was validated
experimentally, where the ranging error standard deviation
was shown to be 1.19 m. In [17], the proposed SDR in [16]
was modified to extract navigation observables from differ-
ent synchronization signals. Experimental results were pre-
sented of a ground vehicle navigating with the frequency-
domain-based 5G SDR in a suburban environment while
receiving signals from two 5G gNBs. It was shown that
over a trajectory of 1.02 km traversed in 100 seconds, the
position root mean-squared error (RMSE) was 14.93 m. In
[18], a more challenging urban environment compared to
[17] was considered. The ground vehicle navigated while
receiving signals from five gNBs intermittently over the
entire trajectory. It was shown that over a trajectory of
773 m traversed in 110 seconds, the position RMSE was
4.1 m. In [19], a more precise navigation approach based
on 5G carrier phase measurements was developed and
demonstrated on an unmanned aerial vehicle (UAV).

This paper extends the approach in [19] by developing
a time-domain-based SDR produce 5G carrier phase mea-
surements. The developed SDR is evaluated experimentally
on a ground vehicle with sub-6 GHz 5G cellular signals.



It is shown that while the frequency-domain-based 5G
opportunistic navigation receiver [16] can only reliably
track the gNBs’ signals over a trajectory of 1.02 km
traversed in 100 seconds, producing a position RMSE of
14.93 m; the proposed time-domain-based receiver was
able to track over a trajectory of 2.17 km traversed in 230
seconds, achieving a position RMSE of 9.71 m.

The remainder of the paper is organized as follows.
Section II discusses 5G opportunistic navigation, in which
the 5G signal structure is presented, the so-called ultimate
synchronization signal (USS) is presented to extract 5G
carrier phase measurements via a time-domain-based navi-
gation SDR, and an extended Kalman filter is implemented
to estimate the ground vehicle’s position using only 5G
measurements. Section III evaluates the proposed approach
experimentally on a ground vehicle in a semi-urban envi-
ronment, Section IV gives concluding remarks.

II. 5G OPPORTUNISTIC NAVIGATION

This section overviews 5G opportunistic navigation.
First, the 5G signal structure is studied to exploit potential
“always-on” 5G reference signals for navigation purposes.
Next, a specialized time-domain-based SDR is presented
to extract carrier phase measurements from received 5G
signals. Finally, the extracted measurements are fed to an
EKF to produce the 5G navigation solution.

A. 5G Signal Structure

This paper proposes an opportunistic navigation ap-
proach; thus, it only considers 5G downlink signal, which
use orthogonal frequency division multiplexing (OFDM)
with cyclic prefix (CP) as a modulation technique. A 5G
frame has a duration of 10 ms and consists of 10 subframes
with durations of 1 ms. A frame can also be decomposed
into two half-frames, where subframes 0 to 4 form half-
frame 0 and subframes 5 to 9 form half-frame 1.

In the time-domain, each subframe breaks down into
numerous slots, each of which contains 14 OFDM symbols
for a normal CP length. The number of slots per subframe
depends on the subcarrier spacing. The subcarrier spac-
ing in 5G is flexible and is defined as ∆f = 2µ · 15
[kHz], where µ is a pre-defined numerology such that
µ ∈ {0, · · · , 4}. This paper considers frequency range 1
(FR1) (i.e., sub-6 GHz) in the experimental evaluation due
to the limited FR2 (i.e., mmWave) infrastructure. In FR1,
subcarrier spacings of 15 and 30 kHz are used, i.e., µ = 0
and µ = 1.

In the frequency-domain, each subframe is divided into
numerous resource grids, each of which has multiple re-
source blocks with 12 subcarriers. The number of resource
grids in the frame is provided to the user equipment (UE)
from higher level signallings. A resource element is the
smallest element of a resource grid that is defined by its
symbol and subcarrier number. Fig. 1 summarizes the 5G
frame structure.

The 5G frame contains two synchronization signals that
can be exploited that can be exploited for navigation:
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Fig. 1. 5G frame structure.

primary synchronization signal (PSS) and secondary syn-
chronization signal (SSS). Which are two orthogonal max-
imal length sequences of length 127. PSS has 3 possible
sequences and specifies the sector ID of the gNB, and
SSS has 336 possible sequences, which specifies the group
identifier of the gNB. Together, they provide the frame start
time and the gNB physical cell ID NCell

ID . The physical
broadcast channel (PBCH) demodulation reference signal
(DM-RS) is also transmitted in the same symbols as the
synchronization signals. All together, they forms what is
called as SS/PBCH block. The length of the block is 240
subcarriers, which gives its a range of bandwidth between
3.6 to 57.6 MHz depending on µ

B. 5G Software-Defined Navigation Receiver
In previous 5G-based opportunistic navigation ap-

proaches, the proposed navigation receivers considered
the orthogonality of the synchronization and channel es-
timation signals in the frequency-domain, i.e., the trans-
mitted OFDM frame is always re-constructed from the
received time-domain data, then navigation observables
are extracted by utilizing the reference signal with the
highest bandwidth. This conventional approach is necessary
for communication applications, in which the UE has to
extract various system information to initiate two-ways
communication with the gNB. However, for UE-based
navigation applications, the goal is to produce navigation
observables by utilizing the entire frequency and time-
domain resources in the signal. For this purpose, the
proposed receiver exploits the orthogonality property of
OFDM signals in both frequency and time-domains, where
all available synchronization signals are combined into one
signal referred to by the ultimate synchronization signal
(USS). The USS consists of the PSS, SSS, and PBCH DM-
RS corresponding to each gNB physical cell ID. Then the



time-domain-based sequence is obtained by zero-padding
both sides of the signals in the frequency domain. Then,
the inverse fast Fourier transform (IFFT) is taken, and the
LCP elements are added. This procedure is exactly the
procedure happening at the gNB, except for having zeros
instead of having data outside the SS/PBCH block. Fig. 2
shows an example of a locally-generated frame showing
the USS frequency components for gNB with NCell

ID = 0,
µ = 0, and 20 MHz bandwidth.

OFDM symbol
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M
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rr
ie
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PSS SSSZero PBCH DM-RS

Fig. 2. The 5G OFDM locally-generated frame (i.e., the so-called ultimate
synchronization signal (USS).

The developed time-domain-based navigation receiver
operates on the USS sequences corresponding to all possi-
ble cell IDs. The receiver has two stages: (i) acquisition and
(ii) tracking. In the acquisition stage, coarse estimates of
the code start times and Doppler frequencies of detected
gNBs are obtained. It is worth mentioning that the PSS
sequence is not unique for every USS and is common for
NCell

ID (mod 3); thus, only SSS and PBCH DM-RS are
utilized for acquisition.

In the tracking stage, the receiver refines and maintains
the coarse estimates produced in the acquisition stage via
tracking loops. The developed receiver deploys a phase-
locked loop (PLL) and a delay-locked loop (DLL) to track
the carrier and codes phases, respectively.

C. Navigation Filter
The receiver’s carrier phase output is multiplied by the

received signal wavelength λ resulting in the pseudorange
estimate, which is modeled as

ρ(u)(n) = ‖rr(n)− rs,u‖2+c·[δtr(n)− δts,u(n)]+νu(n),
(1)

where n is a discrete-time index, rr = [xr, yr, zr]
T is the

receiver’s three-dimensional (3–D) position vector, rs,u =

[xs,u, ys,u, zs,u]
T is the u-th gNB’s 3-D position vector, δtr

is the receiver’s clock bias, δts,u is the gNB’s clock bias,
and νu is the measurement noise, which is modeled as a
zero-mean, white Gaussian random sequence with variance
σu
2 . In (1), the initial carrier phase is lumped into the

relative clock bias term. The gNBs positions {rs,u}Uu=1
are

assumed to be known, e.g., from radio mapping or cloud-
hosted database. The 5G measurements are fed to an EFK
to estimate the state vector x defined as

x ,
[

x
T

r ,x
T

clk

]T

, xr ,
[

r
T

r , ṙ
T

r

]T

where and xclk is the clock error state vector, defined
as xclk ,

[

c∆δt1, c∆δ̇t1, · · · , c∆δtU , c∆δ̇tU

]T

, where
{∆δtu , δtr−δts,u}

U
u=1

and {∆δ̇tu , δ̇tr−δ̇ts,u}
U
u=1

are
the relative clock bias and drift between the receiver and the
u-th gNB. The temporal evolution of xr used in the EKF
is assumed to follow a nearly constant velocity dynamics
and the clock error dynamics is assumed to follow a double
integrator driven by process noise, as discussed in [17].

III. EXPERIMENTAL RESULTS

This section validates the proposed cellular 5G oppor-
tunistic navigation receiver and the navigation framework
experimentally on a ground vehicle in a suburban environ-
ment using ambient 5G signals.

A. Experimental Setup and Environmental Layout
The experiment was performed on the Fairview Road in

Costa Mesa, California, USA. In this experiment, a quad-
channel National Instrument (NI) universal software radio
peripheral (USRP)-2955 was mounted on a vehicle, where
only two channels were used to sample 5G signals with
a sampling ratio of 10 MSps. The receiver was equipped
with two consumer-grade cellular omnidirectional Laird
antennas. The USRP was tuned to listen to 5G signals from
AT&T and T-Mobile U.S. cellular providers as summarized
in Table I. The vehicle was equipped with a Septentrio
AsteRx-i V integrated GNSS-IMU to be used as a ground
truth in this experiment. Fig. 3 shows the experimental
hardware and software setup.

TABLE I
GNBS’S CHARACTERISTICS

gNB Carrier frequency [MHz] NCell

ID
Cellular provider

1 872 608 AT&T
2 632.55 398 T-Mobile

B. Signal Acquisition and Tracking Performance
The signal acquisition was performed to detect the hear-

able gNBs. Two gNBs were detected as shown in Fig. 4.
The gNBs’ positions were mapped prior to the experiment.
In the tracking stage, the 5G signals from both gNBs
were tracked for 230 seconds. Fig. 5 shows the tracking
results of the two gNBs including: (i) carrier-to-noise ratio
(CNR), (ii) Doppler frequency estimate versus expected
Doppler obtained using the ground vehicle’s ground truth
reference, (iii) pseudorange estimate versus expected range
after removing the initial bias, and (iv) range errors.
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Fig. 4. Cellular 5G signal acquisition results showing squared correlation
magnitude |Sm|

2 versus initial estimates of the code start time t̂s0 and
Doppler frequency f̂D0

for the two detected gNBs.

C. Navigation Solution

The vehicle traversed a trajectory of 2.17 km in 230
seconds. The receiver’s position and velocity state vectors
and their corresponding covariances were initialized from
the GNSS-IMU system. Using the expressions of mea-
surement noise variances as a function of the CNR and
receiver parameters in [9], the variances were found to vary
between 0.67 to 12.78 m2. Fig. 6 shows the environmental
layout, 5G gNBs location, and the navigation solution
of the proposed 5G framework versus ground truth. The
proposed 5G opportunistic navigation framework tracked
the 5G signals, achieving a position RMSE of 9.71 m.
In contrast, the previous generation 5G SDR [16], [17]
was only able to track over a shorter segment of 1.02 km,
achieving a position RMSE of 14.93 m. It is worth noting
that due to bad gNB geometric diversity, the majority of
errors are in the east direction. Fig. 7 shows the EKF errors
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Fig. 5. Cellular 5G signal tracking results of the two gNBs showing:
(i) CNR, (ii) Doppler frequency estimate in solid lines versus expected
Doppler obtained using the vehicle’s ground-truth reference in dashed
lines, (iii) pseudorange estimate in solid lines versus expected range in
dashed lines after removing the initial bias, and (iv) range errors.

of the ground vehicle’s (a) east-position, (b) north-position,
along with the associated ±1σ bounds, and (c) position
errors along the east and the north directions.

IV. CONCLUSION

This paper presented a UE-based navigation framework
in which downlink 5G signals are opportunistically ex-
ploited for navigation purposes. The framework includes:
(i) a time-domain-based receiver to extract carrier phase
measurements exploiting a so-called USS that combines
all “always on” 5G signals and (ii) an EKF to estimate
the ground vehicle’s position, velocity, and relative clock
biases and drifts between the receiver and each gNB. Ex-
perimental results were presented to assess the performance
on a ground vehicle navigating a suburban environment. It
is shown that over a trajectory of 2.17 km traversed in
230 seconds, the position RMSE with the proposed time-
domain-based receiver was 9.71 m.
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Abstract—A framework for opportunistic navigation with multi-
constellation low Earth orbit (LEO) satellite signals is pro-
posed. A receiver architecture suitable for processing both
time division (TDMA) and frequency division multiple access
(FMDA) signals from Orbcomm and Iridium NEXT satellites
is presented to produce Doppler frequency measurements from
multi-constellation LEO satellites. An extended Kalman filter
(EKF)-based estimator is formulated to solve for a stationary
receiver’s position using the resulting Doppler measurements.
Experimental results are presented showing receiver positioning
with one Orbcomm satellite and four Iridium NEXT satellite
with an unprecedented final position error 22.7 m.
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1. INTRODUCTION
As cyber-physical systems move towards full autonomy,
the need for accurate and resilient positioning, navigation,
and timing (PNT) is now more critical than ever. This
need is also nourished by emerging technologies such as
autonomous vehicles [1]. Furthermore, PNT has become
entangled with critical infrastructure that could affect the
national and economic security of the entire Nation [2]. On
a similarly important front, PNT is envisioned to enable
high-rate, low-latency communication systems, particularly
by enabling beam-forming for fifth-generation (5G) cellular
networks [3, 4]. Global navigation satellite systems (GNSS)
have been the leading providers of PNT solutions. However,
they are vulnerable to unintentional interference, intentional
jamming, and malicious spoofing [5,6]. These vulnerabilities

978-1-7281-7436-5/21/$31.00 ©2021 IEEE

could results in large-scale disruptions and millions of dollars
worth of losses [7], especially that jamming and spoofing
capabilities are becoming alarmingly accessible to the masses
[8]. While some signal processing techniques have been
developed to detect and mitigate such attacks [9–11], they
do not provide full protection against jamming or spoofing.
Instead of relying mainly on GNSS, which makes them a
single point of failure, a more robust way to address their
vulnerabilities is by exploiting other sources for navigation,
such as signals of opportunity (SOPs).

SOPs are abundant and span wide frequency bands, which
makes them far more robust than GNSS signals against jam-
ming and spoofing attacks. Previous work has demonstrated
navigation solutions for both (i) terrestrial SOPs, such as
AM/FM radio [12–15], cellular [16–26], and digital televi-
sion signals [27–31], as well as (ii) non-terrestrial signals
from low Earth orbit (LEO) satellites [32–36]. Although
SOPs were not designed with PNT in mind, they are still ca-
pable of providing submeter-level accuracy on aerial vehicles
as was shown in [37–39]. What is more, the exploitation of
cellular SOPs for resilient navigation in GPS-denied environ-
ments under GPS jamming conditions has been shown to be
effective in [40].

In addition to cellular SOPs, LEO broadband communication
satellite signals have been considered as possible reliable
sources for navigation by various theoretical and experimen-
tal studies [41–47]. Tens of thousand of LEO satellites will be
launched for broadband communication in the next five years.
These signals have desirable attributes for opportunistic nav-
igation, namely: (i) their location in LEO provides higher
received signal power than that of GNSS satellites which
reside in medium Earth orbit (MEO); (ii) LEO satellites are
more abundant due to the larger number of satellites required
to provide full earth coverage; and (iii) LEO satellites are
deployed into unique constellations and are transmitting in
different frequency bands, providing both spatial and spectral
diversity.

The potential of these future LEO megaconstellations has
triggered a renaissance of research in LEO-based PNT. The
approaches in the literature can be grouped into three cate-
gories: (i) LEO GNSS, (ii) GNSS augmentation with LEO
satellite signals, or (iii) opportunistic navigation exclusively
with LEO satellite signals. In the first approach, LEO
satellites are assumed to be equipped with navigation pay-
loads to provide PNT services similar to traditional GNSS
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[41, 43]. While GNSS-like performance can be achieved in
such approaches, the additional cost of navigation payloads
is imposed on the LEO broadband companies and the users.
In the second approach, LEO satellite signals are fused with
GNSS signals, such as in [48], where simulated pseudorange
measurements from Iridium NEXT satellites were used to
augment the pseudoranges from GPS satellites with the goal
of reducing the dilution of precision. The third approach is
fully opportunistic, either in a simultaneous tracking and nav-
igation (STAN) framework that estimates both the receiver’s
and satellites’ states using Doppler and/or pseudorange mea-
surements from real LEO satellite signals [35], or in a differ-
ential framework using LEO carrier phase differential (CD-
LEO) measurements [49]. These opportunistic frameworks
were experimentally demonstrated on ground vehicles and
unmanned aerial vehicles (UAVs) using exclusively signals
from two Orbcomm LEO satellites (without GNSS), achiev-
ing position root mean-squared errors (RMSEs) of (i) 416 m
for a ground vehicle using the STAN framework after travers-
ing a 7.5 km trajectory in 258 seconds, the last 228 seconds of
which without GNSS signals [35], (ii) 5.3 m for a UAV using
the STAN framework after traversing a 1.53 km trajectory
in 155 seconds, the last 30 of which without GNSS signals
[47]; (iii) 14.8 m for a UAV using the CD-LEO framework
and traversing a 1.14 km trajectory in 2 minutes [36], all of
which without GNSS signals []; and (iv) 21.2 m for a UAV
using a blind Doppler tracking approach within the CD-LEO
framework after traversing a 782 m trajectory in 90 seconds,
all of which without GNSS signals [50]. Experimental results
with Iridium NEXT satellite signals using an opportunistic
approach were presented in [51], where a 22 m RMSE was
achieved for a stationary receiver over a 30-minute period.
One challenge in using LEO satellite signals opportunistically
is the unknown nature of the LEO satellite positions and
velocities. While two-line element (TLE) files and orbit
determination software (e.g., simplified general perturbation
4 (SGP4)) could be used to predict LEO satellite positions
and velocities, the resulting estimates could be off by a few
kilometers and a few meters per second, respectively [35,52].

Despite these errors in the predicted LEO satellite orbits, the
aforementioned experimental results have shown remarkable
potential for opportunistic navigation with LEO satellites.
However, the experiments therein only utilized signals from
a single LEO constellation, which does not exploit the spatial
and spectral diversity of LEO constellations. Moreover, LEO
satellites are designed to cover as much of the Earth’s surface
with as few satellites as possible, making it improbable to
listen to a large number of satellites (6 or more) from the same
constellation simultaneously. This is illustrated in Figure
1, which shows the percentage of time L or more satellites
are simultaneously visible over a period of 2 days. The
LEO satellite trajectories were generated using TLE files
and SGP4 software [53]. Figure 1 shows the importance of
being able to exploit multi-constellation LEO satellites for
PNT. Currently, the literature presenting experimental results
with multi-constellation LEO-based PNT is rather sparse. As
opposed to [51], which investigated opportunistic navigation
using only Iridium NEXT satellites, this paper uses both
Iridium Next and Orbcomm satellite signals to investigate
multi-constellation LEO satellite-based opportunistic navi-
gation. This paper makes three contributions. First, an
extended Kalman filter (EKF)-based full opportunistic frame-
work for navigating with Doppler measurements from multi-
constellation LEO satellite signals is developed. Second,
a receiver architecture capable of producing such Doppler
measurements from multi-constellation LEO satellite signals
is provided. Third, experimental results are presented, show-

ing stationary receiver positioning using Doppler measure-
ments from the Iridium NEXT and Orbcomm constellations
simultaneously, with a final two-dimensional (2–D) position
error of 23 m. Next to [54] 1, this paper presents the first
experimental results for multi-constellation LEO satellite-
based opportunistic navigation.
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Figure 1. Percentage of time when L or more satellites are
visible simultaneously for Orbcomm and Iridium NEXT
satellite constellations for a simulated duration of 2 days.

The rest of the paper is organized as follows. Section
2 describes the received signal model and LEO receiver
architecture. Section 3 presents an EKF-based framework
to navigate with the Doppler measurements estimated by
the multi-constellation LEO receiver. Section 4 gives an
overview of the Iridium NEXT and Orbcomm LEO satellite
constellations. Section 5 presents experimental results. Sec-
tion 6 gives concluding remarks.

2. RECEIVED SIGNAL MODEL AND LEO
RECEIVER ARCHITECTURE

This section presents the received multi-constellation LEO
signal model and the proposed receiver architecture.

Received LEO Satellite Signal Model
This paper considers a stationary receiver that listens to both
continuous signals and burst signals from multi-constellation
LEO satellites on various channels. Let L denote the total
number of visible LEO satellites and U the total number of
constellations to which these satellites belong. Furthermore,
let Lu denote the number of visible satellites in the u-
th constellation, where u = 1, 2, . . . , U . It follows that
∑U

u=1 Lu = L. The baseband received signal for the u-th
constellation at the input of an opportunistic LEO receiver
can be modeled as

ru(i) =

Lu
∑

lu=1

slu(i) +nu(i), i = 0, 1, . . . , u = 1, 2, . . . , U,

(1)
where nu(i) , nIu(i) + jnQu

(i), with nIu and nQu
are

modeled as zero-mean white Gaussian noise with variance
N0

2Ts

; Ts is the sampling time; i represents time ti , t0 + iTs

1The results in this work were achieved independently from [54], which
was published shortly after the first submission of this manuscript, which
achieved a 2–D position error of 132 m.
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for some initial time t0; slu(i) is given by

slu(i),
√

Clualu(i)exp {j2π[fD,lu(i)+fIF,lu ]iTs+jθlu(i)},

where Clu is the received signal power of the lu-th satel-
lite; alu is the transmitted symbol at time i; fD,lu(i) and
θlu(i) are the time-varying Doppler frequency and carrier
phase of the lu-th satellite, respectively; and fIF,lu is the
intermediate frequency of the lu-th satellite. It is assumed
that the symbols alu are drawn from an M -ary phase shift
keying (M -PSK) constellation, i.e., alu , exp

[

j
(

q2π
M

)]

for
q ∈ {0, 1, . . . ,M − 1}.

It is important to note that (1) holds for both continuously
transmitted and burst signals. The difference between these
signals is the domain of the time index i. For continuous
signals, i goes from zero to infinity. For burst signals, i is
defined only over burst intervals, which requires knowledge
of the burst start-time, period, and duration. The burst period
and duration are known for the signals of interest (Iridium
NEXT), and the start-time can be acquired through an energy
detector.

Multi-Constellation LEO Receiver Architecture
The navigation receiver architecture in Figure 3, which oper-
ates on the samples of ru(i) from (1), was designed to account
for both time-division multiple access (TDMA) schemes
(used by Iridium NEXT) and frequency-division multiple
access (FDMA) schemes (used by both Iridium NEXT and
Orbcomm). The receiver performs recursively the steps
discussed next to obtain an estimate of the Doppler frequency
for the lu-th satellite, denoted f̂D,lu . An extra step is required
for TDMA signals at initialization to acquire the burst start
time, which can be done using an energy detector. To this
end, it is assumed that an initial Doppler frequency estimate
f̂D,lu(0) and the burst start time tburstlu (0) and associated
index i0lu are given.

1. The receiver first wipes-off the intermediate frequency
fIF,lu to obtain

dlu(i) , ru(i) exp[−j2πfIF,luiTs]. (2)

2. Next, the receiver groups samples of dlu(i) into data
blocks of size Nu, denoted by

dklu = [dlu(kNu + i0lu ), dlu(kNu + 1 + i0lu ), . . . ,

dlu((k + 1)Nu − 1 + i0lu )],

where k = 0, 1, . . . , is the data block index. These data
blocks have a duration Tblocku

= NuTs, which is equal
to that of the burst for satellites that employ TDMA, or
that is an integer multiple of the symbol period Tsymb

u

for
continuously transmitting satellites. For TDMA schemes,
only samples of the burst signal are chosen to form the data
blocks. For a burst duration Tburstu and period Pburstu ≥
Tburstu , the samples between two bursts are dumped by the
receiver. The duration of the dumped samples is given by
Tdump

u

= Pburstu − Tburstu , as shown in Figure 2.
It is clear that Pburstu > Tburstu for TDMA signals, which
makes Tdump

u

strictly positive, and Pburstu = Tburstu for
continuous signal transmission, which implies Tdump

u

= 0.
It is assumed the Doppler frequencies are approximately
constant during a data block duration, i.e.,

fD,lu(i) = fD,lu [k], kNu ≤ i < (k+1)Nu, k = 0, 1, . . . .
(3)

{Data Block 1

M-PSK Burst No Signal M-PSK Burst No Signal

{Data Block 2

Tburstu Tdump
u

Pburstu

Figure 2. TDMA data block.

3. The data blocks dklu are then raised to the M -th power to
wipe off the M -PSK symbols, resulting in a pure tone at a
frequency of M · fD,lu(i).
4. A Fast Fourier Transform (FFT) of the signal is then taken,
which results in an impulse-like peak at the next Doppler
frequency Mf̂D,lu(k), which will be around Mf̂D,lu(k− 1).
Therefore, the search for the FFT peak is limited to [f̂D,lu(k−

1)−∆f, f̂D,lu(k−1)+∆f ], where∆f is chosen to be greater
than the maximum expected frequency deviation in a period
of Tblocku

. The Doppler estimates are then normalized by M .
5. In order to successfully track a burst signal, it is important
to update the burst start time acquired at the initialization
of the receiver. This is due to the change in the distance
and hence delay between the satellite and the receiver. The
delay can be predicted from the estimated Doppler frequency
according to

tburstlu (k) = tburstlu (k − 1)−
f̂D,lu(k)

fc,u + fIF,lu
Pburst, (4)

where fc,u is the carrier frequency of the u-th constellation.
The burst start time index is then updated accordingly. Com-
pensating for the change delay using (4) results in slight
variations in the value of Tdump

lu

.

The receiver architecture is summarized in Figure 3.

(.)M

fIF,2

f̂D,2 EKF

fIF,l

f̂D,l

f̂D,1(.)M FFT

(.)M

Dumped

Samples
Peak

Detection

FFT

FFT

Data Block dk
lu

Dumped

Samples
Data Block dk

lu

Dumped

Samples
Data Block dk

lu

Peak

Detection

Peak

Detection

fIF,1

Figure 3. Block diagram for the mutli-constellation receiver
architecture presented in this paper. The dashed lines

represent optional feedback of the estimated Doppler to
update Tdump

u

.

3. MULTI-CONSTELLATION LEO
SATELLITE-BASED NAVIGATION

FRAMEWORK
This section develops an EKF-based framework to navigate
with the Doppler measurements estimated by the multi-
constellation LEO receiver discussed in Section 2. The goal
is to estimate the receiver’s three dimensional (3–D) position
vector rr , [xr , yr, zr]

T using the Doppler measurements
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obtained from the receiver developed in the paper. In what
follows, the pseudorange rate model is first described and the
EKF model is then provided.

Pseudorange Rate Measurement Model

Given a Doppler measurement f̂D,lu(k), a pseudorange rate
measurement can be formed according to

zleo,lu(k) , c
f̂D,lu(k)

fc,u + fIF,lu
, k = 0, 1, . . . , (5)

where lu = 1, . . . , Lu, u = 1, . . . , U , and c is the
speed of light. Let the pseudorange rate measurements
{

{zleo,lu(k)}
Lu

lu=1

}U

u=1
for k = 0, 1, . . ., be re-indexed ac-

cording {zleo,l(k)}
L

l=1
for compactness of notation. Hence,

the pseudorange rate measurement of the l-th satellite pro-
duced by the receiver could be expressed as

zleo,l(k) =
ṙ
T

leo,l(k) [rr−rleo,l(k)]

‖rr−rleo,l(k)‖
+c[δ̇tr(k)− δ̇tleo,l] (6)

+ c
[

δ̇tiono,l(k) + δ̇ttrop,l(k)
]

+ vleo,l(k),

where rleo,l and ṙleo,l are the l-th LEO satellite’s 3–D po-
sition and velocity vectors, respectively; δ̇tr and δ̇tleo,l are
the receiver’s and l-th LEO satellite’s clock drifts, respec-
tively; δ̇tiono,l and δ̇ttrop,l are the l-th satellite’s ionospheric
and tropospheric delay rates, respectively; and vleo,l is the
measurement noise, which is modeled as a zero-mean white
Gaussian random sequence with variance σ2

leo,l. It is assumed
that the receiver’s clock drift δ̇tr and the satellites’ clock
drifts

{

δ̇tleo,l

}L

l=1
are constant within the 10-minute satellite

visibility window. Moreover, since it not necessary to esti-
mate the receiver and satellite’s clock drifts individually, they
will be lumped into one term ∆δ̇tl , δ̇tr − δ̇tleo,l. In case of

multiple passes,
{

∆δ̇tl

}L

l=1
are re-initialized at the beginning

of each pass. Note that at any time-step k, the l-th satellite’s
position and velocity vectors can be obtained from the TLE
files and SGP4 software. For the brief duration of LEO
satellite visibility, the ionospheric and tropospheric delay
rates are negligible; hence, δ̇tionol and δ̇ttrop

l

are ignored in
the measurement, yielding the measurement model given by

zleo,l(k) ≈
ṙ
T

leo,l(k) [rr − rleo,l(k)]

‖rr − rleo,l(k)‖
+ c∆δ̇tl + vleo,l(k).

(7)

EKF Model
From (7), it can be seen that the state vector to be estimated

is x ,

[

r
T

r , c∆δ̇t1, . . . , c∆δ̇tL

]T

. Subsequently, an EKF is
designed to produce an estimate x̂(k|m) of x(k) using all
pseudorange rate measurements from time-step 1 to m ≤ k.
The estimation error is denoted x̃(k|m) , x(k) − x̂(k|m).
The EKF also calculates the estimation error covariance
P(k|m) , E

[

x̃(k|m)x̃T(k|m)
]

. Given a prior x̂(0|0) and
P(0|0), the standard EKF equations are iterated. Since the
state vector x is constant, the EKF state and estimation error

covariance time-update equations are given by

x̂(k + 1|k) = x̂(k|k), P(k + 1|k) = P(k|k) +Q,

where Q is the process noise covariance. Note that Q should
theoretically be a zero matrix; however, in order to prevent
the estimation error covariance from converging to zero, Q
is chosen to be Q ≡ ǫI(3+L)×(3+L), where ǫ is a very small
positive number. Given an innovation vector ν(k + 1), the
state and covariance measurement update equations are given
by

x̂(k + 1|k + 1) = x̂(k + 1|k) +K(k + 1)ν(k + 1),

P(k + 1|k + 1) = [I−K(k + 1)H(k + 1)]P(k + 1|k),

where K(k+1) is the standard Kalman gain, H(k+1) is the
measurement Jacobian given by

H(k + 1) = [hleo,1(k + 1) . . . hleo,L(k + 1)]
T
,

hleo,l(k + 1) ,
[

h
T

r,l(k + 1), eTl

]T

where el is the standard L×1 basis vector whose l-th element
is 1 and the remaining elements are 0,

hr,l(k) ,
ṙleo,l(k + 1)

‖r̂r(k + 1|k)− rleo,l(k + 1)‖

− [r̂r(k + 1|k)− rleo,l(k + 1)]

×
ṙ
T

leo,l(k + 1) [r̂r(k + 1|k)− rleo,l(k + 1)]

‖r̂r(k + 1|k)− rleo,l(k + 1)‖
3

,

and r̂r(k + 1|k) is the receiver’s position prediction at time-
step k+1. The innovation vectorν(k+1) is formed according
to

ν(k + 1) = [νleo,1(k + 1), . . . , νleo,L(k + 1)]
T
,

where νleo,l(k + 1) = zleo,l(k + 1)− ẑleo,l(k + 1), such that

ẑleo,l(k + 1) =
ṙ
T

leo,l(k + 1) [r̂r(k + 1|k)− rleo,l(k + 1)]

‖r̂r(k + 1|k)− rleo,l(k + 1)‖

+ c∆
ˆ̇
δtl(k + 1|k).

It is important to note that the altitude of the receiver is
assumed to be known. Therefore, the initial estimate of
zr is set to the known altitude and its corresponding initial
uncertainty is set to be very small.

4. OVERVIEW OF THE IRIDIUM NEXT AND
ORBCOMM LEO CONSTELLATIONS

This section provides an overview of the two LEO constel-
lations used in the experimental results: Iridium NEXT and
Orbcomm.

Iridium NEXT System Overview
The Iridium NEXT constellation is the next-generation Irid-
ium constellation which provides voice and data informa-
tion coverage to satellite phones, pagers, and integrated
transceivers over the entire Earth surface on the L-band [55].
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Iridium NEXT LEO Satellite Constellation— The Iridium
Next constellation consists of 75 active satellites that orbit
the Earth in 6 different orbital planes spaced 30◦ apart [55],
as shown in Figure 4. The planes are near-polar orbits
with 86.4◦ inclination angle and 780 km orbital altitude.
Originally, the Iridium constellation was designed to incor-
porate 66 satellites (gathered in 6 groups of 11) in order to
provide coverage for the entire Earth surface. Later, Iridium
decided to enlarge the initial constellation (referred to as the
NEXT campaign) by launching 12 extra satellites in order to
provide 24/7 real-time coverage, which would add two extra
satellites on each of the original orbital planes. Unfortunately,
3 of them are not active since they experienced technical
difficulties once they were launched and thus the current
constellation remains at 75 satellites.

Plane 1 Plane 2

Plane 3

Plane 4

Plane 5

Plane 6

Orbital
direction

Equator
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10◦

Latitude lines
Communication
link

Latitude cutoff for
communication link

Satellite

Figure 4. Polar view of the Iridium NEXT Constellation.

Iridium NEXT Downlink Signals—Iridium NEXT signals are
transmitted over the 1616–1626.5 MHz band, which is part
of the L-band. There are 252 carriers in both the uplink
and downlink channels, with carrier spacings of 41.6667 kHz
with a required bandwidth of 35 kHz [55]. These carrier
frequencies are grouped into sub-bands of 8 carriers, with
the 32nd group containing 4 carriers. A small portion of
the Iridium NEXT spectrum, namely 1626–1626.5 MHz is
assigned for paging and acquisition [55]. On this part of
the spectrum are 5 simplex downlink channel with the same
frequency spacing as the standard channels and with 35 kHz
of bandwidth. Doppler measurements are extracted from the
simplex downlink channels.

Iridium NEXT uses a TDMA scheme for downlink chan-
nel multiplexing. The signal structure over the uplink and
downlink channels consists of signal bursts that are sent
periodically over the TDMA frame. Each burst is composed
of an unmodulated tone, succeeded by a unique word and the
information data. On the simplex channel, Iridium NEXT
satellites transmit the ring alert as well as paging/acquisition
messages, which have the same burst structure as the standard
carriers. As such, the pure tone transmitted at the beginning
of each burst can be used to extract Doppler measurements.
However, the burst duration is 2.56 ms and the burst period
is about 1700 times longer at 4.32 seconds. This large
scaling will yield poor Doppler frequency measurements if
not accounted for, as discussed in Section 2.

Orbcomm System Overview
The Orbcomm system is a wide area two-way communication
system that uses a constellation of LEO satellites to provide
worldwide geographic coverage for sending and receiving
alphanumeric packets [56].

Orbcomm LEO Satellite Constellation—The Orbcomm con-
stellation, at maximum capacity, has up to 47 satellites in
7 orbital planes A–G, illustrated in Figure 5. Planes A, B,
and C are inclined at 45◦ to the equator and each contains
8 satellites in a circular orbit at an altitude of approximately
815 km. Plane D, also inclined at 45◦, contains 7 satellites in
a circular orbit at an altitude of 815 km. Plane E is inclined
at 0◦ and contains 7 satellites in a circular orbit at an altitude
of 975 km. Plane F is inclined at 70◦ and contains 2 satellites
in a near-polar circular orbit at an altitude of 740 km. Plane
G is inclined at 108◦ and contains 2 satellites in a near-polar
elliptical orbit at an altitude varying between 785 km and 875
km.

Equator

Plane A (45◦)

Plane C (45◦)

Plane E (0◦)

Plane F (70◦)

Plane G (108◦)

Plane D (45◦)

Plane B (45◦)

Existing Satellites

Future Satellites

Note: Drawing not to scale

Planes A, B, and C: 8 satellites

each with orbital altitude 815 km

Plane D: 7 satellites
with orbital altitude 815 km

Plane F: 2 satellites
with orbital altitude 740 km

Plane G: 2 satellites
with orbital altitude 785{875 km

Plane E: 7 satellites
with orbital altitude 975 km

Figure 5. Orbcomm LEO satellite constellation. Map data:
Google Earth.

Orbcomm Downlink Signals— Orbcomm uses an FDMA
scheme for downlink channel multiplexing. Satellite radio
frequency (RF) downlinks are within the 137–138 MHz VHF
band. Downlink channels include 12 channels for transmit-
ting to users and one gateway channel, which is reserved for
transmitting to the ground stations. Each satellite transmits to
users on one of the 12 subscriber downlink channels through
a frequency-sharing scheme that provides four-fold channel
reuse. The Orbcomm satellites have a subscriber transmitter
that provides a continuous 4800 bits-per-second (bps) stream
of packet data using symmetric differential-quadrature phase
shift keying (SD-QPSK). Each satellite also has multiple
subscriber receivers that receive short bursts from the users
at 2400 bps.

Note that Orbcomm satellites are also equipped with a spe-
cially constructed 1-Watt ultra high frequency (UHF) trans-
mitter that is designed to emit a highly stable signal at 400.1
MHz. The transmitter is coupled to a UHF antenna designed
to have a peak gain of approximately 2 dB. The UHF signal is
used by the Orbcomm system for user positioning. However,
experimental data shows that the UHF beacon is absent.
Moreover, even if the UHF beacon was present, one would
need to be a paying subscriber to benefit from positioning
services. Consequently, only downlink channel VHF signals
are exploited for navigation.
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5. EXPERIMENTAL RESULTS
An experiment was conducted to demonstrate the proposed
receiver architecture and navigation framework. To this end,
two universal software radio peripherals (USRPs) Ettus E312
were used to collect multi-constellation LEO satellite signals.
One USRP was equipped with a VHF quadrifilar helix an-
tenna to sample Orbcomm signals at a carrier frequency of
137.5 MHz, which is the central frequency of the Orbcomm
band [56], and the other was equipped with an AT 1621-12
Iridium antenna to sample Iridium NEXT signals at a carrier
frequency of 1626.2708 MHz, which is the central frequency
of the Iridium ring alert burst signal according to [51]. Both
USRPs were set to sample data at 2.4 Msps over a 410-second
period. The samples were stored for offline processing, and
a software-defined radio (SDR) implementation of the afore-
mentioned receiver architecture was used to post-process the
collected data. The experimental setup is illustrated in Figure
6. Moreover, the M -PSK constellation size was set to 2 for
the Orbcomm signals and 1 for the Iridium signals, respec-
tively. Note that Orbcomm satellites transmits quadrature
PSK (QPSK) signals (M = 4); however, raising the signal
to the second power yielded better results than M = 4. The
M -PSK constellation size was chosen to be 1 for Iridium
NEXT since their satellites transmit a pure tone as part of the
burst. Moreover, Tblock and Tdump, where set to 100 ms and
zero, respectively, for the Orbcomm constellation. For the
Iridium constellation, they were set to Tblock = 2.56 ms and
Tdump = 4.3174 s, enabling burst processing for a signal with
a period of Pblock = 4.32 s, equivalent to that of the ring alert
burst signal. The SDR produced Doppler measurements for
five satellites, consisting of (i) one continuously transmitting
Orbcomm satellite and (ii) four burst transmitting Iridium
NEXT satellites. The Doppler measurements were provided
at a rate of 100 ms for the Orbcomm satellite and 4.32 s
for the Iridium NEXT satellites. The satellites’ positions
and velocities were determined using a MATLAB-based SGP4
propagation software and publicly available TLE files. The
positions of the satellites along with the skyplot with respect
to the receiver are shown in Figure 8.

Ettus E312
USRP

VHF quadrifilar
helix antenna

Iridium Antenna
AT1621-12

MATLAB-Based Receiver
and Navigation Framework

P
os
t-
P
ro
ce
ss
in
g

Laptop

Ettus E312
USRP

Figure 6. Experimental setup.

Figure 7 shows the true and estimated pseudorange rates
obtained from the TLE files and the receiver, respectively, for
each of the five satellites. The satellites were not all tracked
for the entire duration of their availability due to bad signal
reception at low elevation angles. Figure 7 also illustrates
the availability of the satellites within the 410 s window
when the data was recorded. The Orbcomm satellite was
available throughout the entire window and was providing
measurements every 100 ms. However, for the Iridium
constellation, three satellites are tracked initially and are then
lost at 78, 118, and 217 s, respectively. The EKF continues to
estimate the receiver’s position using one Orbcomm satellite
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Figure 7. Pseudorange rates time history predicted using
TLE files for the satellites tracked by the proposed receiver

along with the actual measurements produced by the
receiver.
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Position

Figure 8. Skyplot and satellite positions of the tracked
Orbcomm and Iridium NEXT satellites.

until the receiver starts extracting measurements from another
Iridium NEXT satellite at 304 seconds. Figure 7 illustrate
the availability of Orbcomm and Iridium NEXT satellites
during the experiment window as well as the actual number
of LEO satellites that were tracked by the receiver. It is
worth mentioning that tracking an Iridium NEXT satellite
for 100 seconds only produces around 23 pseudorange rate
measurements.
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Figure 9. Number of tracked and available satellites as a
function of time.

The horizontal position estimate was initialized around 200
km away from the receiver’s true position, and the initial
horizontal uncertainty was set to 1010 m2. The receiver’s
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altitude was initialized according to Section 3, with a 0.1
m2 initial uncertainty. Figure 10 shows the time evolution
of the EKF position errors in the east and north coordinates
along with the ±3σ bounds, reaching a final position error
of 22.7 m. The small jumps seen in the EKF errors happen
at a period of 4.32 s, which is the rate at which pseudorange
rate measurements were produced from the Iridium NEXT
satellite signals. The receiver’s true and estimated positions
are shown in Figure 11. It is also worth noting that some
of the position error could be attributed to errors in the LEO
satellites’ positions and velocities predicted by the TLEs and
SGP4 orbit determination software.
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Figure 10. The time evolution of the EKF east and north
position estimation errors as a function of time.
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Figure 11. True position of the receiver along with the
estimate produced by the EKF using pseudorange rate

measurements for one Orbcomm and four Iridium NEXT
satellites.

6. CONCLUSION
This paper proposed a framework for opportunistic naviga-
tion with multi-constellation LEO satellite signals. A receiver
architecture suitable for processing both TDMA and FDMA

signals from Orbcomm and Iridium NEXT satellites to pro-
duced Doppler frequency measurements to LEO satellites
was proposed. An EKF-based estimator was formulated
to solve for a stationary receiver’s position using Doppler
measurements from multi-constellation LEO satellites. Un-
precedented experimental were presented showing receiver
positioning with one Orbcomm satellite and four Iridium
NEXT satellite with a final position error less than 23 m.
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Navigation With GNSS Signals Fused With
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Abstract— Integrity monitoring of a vehicular navigation sys-
tem that utilizes multi-constellation global navigation satel-
lite systems (GNSS) signals fused with terrestrial signals of
opportunity (SOPs) is considered. An opportunistic advanced
receiver autonomous integrity monitoring (OARAIM) framework
is developed to detect faults and calculate protection levels (PLs).
The influence of fusing SOPs on the integrity performance is
analyzed. It is shown that fusing a single SOP with GNSS
signals essentially increases both the horizontal PL (HPL) and
vertical PL (VPL), while fusing two or more SOPs could reduce
the PLs and improves fault detection. Performance sensitivity
analysis for the probability of SOP fault and user range error
is conducted to characterize the fault-free HPL under different
regimes. Experimental results on an unmanned aerial vehicle
(UAV) navigating with GPS signals fused with cellular SOPs are
presented to validate the effectiveness of the OARAIM frame-
work and demonstrate the analysis of the integrity performance
in the horizontal direction.

Index Terms— Navigation, integrity, RAIM, protection level,
GNSS, signals of opportunity.

NOMENCLATURE

zG
m m-th GNSS pseudorange measurement.

r r Receiver’s position vector.
rG

m m-th GNSS satellite postion vector.
δtG

r, j Receiver’s clock bias with respect to the i-th
GNSS constellation’s reference time.

vG
m Measurement noise for the m-th GNSS satellite.

zG′
m GNSS pseudorange measurement before com-

pensation.
δ̂tG GNSS satellite’s clock bias estimate.
δ̂tiono Estimated ionospheric dalay.
δttropo Estimated troposheric delay.
rS

n Position of n-th SOP transmitter.
δ̄tr SOP receiver’s clock bias.
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δtS
n Clock bias of the n-th SOP transmitter.

v̄S
n SOP pseudorange measurement noise.

δtS
r, j SOP receiver’s clock bias with respect to the j-

th SOP subgroup (constellation).
δtS

n,0 Initial SOP clock bias.
Nconst Number of SOP constellations.
Mconst Number of GNSS constellations.
Ms Number of GNSS satellites.
Ns Number of SOP transmitters.
vS

n SOP pseudorange measurement noise in the
re-parameterized measurement model.

x UAV state vector.
z Measurement vector.
H Measurement Jacobian matrix.
x̂ Estimated state vector.
W Wighting matrix in estimators.
ẑ(∞) Converged measurement prediction.
y Estimation residual vector.
G Geometry matrix.
B Measurement Jacobian associated with clock

states.
ell Elevation angle.
azl Azimuth angle.
dS

min Minimum SOP horizontal distance.
dS

max Maximum SOP horizontal distance.
σURA User Range Accuracy.
bnom Maximum nominal error.
Ps Probability of single ranging source fault.
Pconst Probability of constellation-wide fault.
Pthresh Integrity risk budget for unmonitored fault

modes.
Nf Number of fault modes to be monitored.
P(i)

f Probability of fault mode i .
x̂(i) Fault-tolerant solution.
x̂(0) All-in-view solution.
1x̂(i) Solution separation for the i-th fault mode.
W(i) Integrity wighting matrix for fault mode i .
σ

(i)
q Standard deviation of the i-th fault-tolerant nav-

igation solution in the q-th directin.
b(i)

q Worst-case bias.
σ

(i)
ss,q Standard deviation of solution separation.

Ti,q Test threshold.
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x̂ (i)
q Fault-tolerant solution in the q-th direction.

x̂ (0)
q All-in-view solution in the q-th direction.

PNM Probability of faults not monitored.
P Lq Protection level in q-th direction.
PFA_H Coninuity budget in the horizontal direction.
PFA_V Coninuity budget in the vertical direction.
P H M IH Integrity budget in the horizontal direction.
P H M IV Integrity budget in the vertical direction.

I. INTRODUCTION

IN safety-of-life navigation applications, e.g. aviation, the
passenger and mission safety highly depends on the accu-

racy and reliability of the navigation system. This is par-
ticularly the case for civil aircraft autopilot systems, and
unmanned aerial vehicles (UAVs), which are quickly becom-
ing popular in a wide range of civilian and military appli-
cations [1]. Semi- and fully-automated autopilot systems,
whether on ground or aerial vehicles, rely on global navigation
satellite systems (GNSS) receivers and a suite of onboard
sensors, e.g., radar, inertial navigation system (INS), etc. [2].
GNSS are relied upon to provide a navigation solution in a
global frame and to correct for accumulating errors due to
sensor dead reckoning.

While achieving higher levels of navigation accuracy has
been a classic requirement, the trustworthiness in the navi-
gation solutions, commonly assessed by navigation integrity,
is evermore vital in safety critical applications. To ensure
safe navigation, autopilot systems need to detect changes
or anomalies in navigation signal characteristics that could
affect the accuracy of the position calculated by the user
equipment. Navigation systems need to tightly bound the
position errors and ensure that the probability of position errors
being not properly bounded is below a certain limit. However,
current GNSS technologies are insufficient to support the full
flight procedure, e.g., vertical guidance down to altitudes of
200 ft (LPV-200) [3]. To provide high-integrity navigation for
UAVs and urban air mobility can be even more challenging,
as these aerial vehicles may fly in urban environments, where
GNSS signals are challenged and could be compromised via
interference, jamming, or spoofing [4], [5].

Recently, terrestrial radio signals [6] have been shown to
be an attractive alternative or supplement to GNSS signals [7],
[8], either in an opportunistic manner, e.g., cellular signals [9],
[10], digital television signals [11], [12], and FM radio sig-
nals [13], [14], or as radio beacons dedicated to navigation,
e.g., Locata and NextNav [15]. While cellular base stations are
already abundant in most locales, the number of base stations
for future cellular generations keeps increasing dramatically,
with the base station density of 5G projected to grow to
40-50 per km2 [16]. Terrestrial signals of opportunity (SOPs)
are particularly attractive for aerial integrity monitoring,
as they can provide additional geometric diversity from below
aerial vehicles [17].

Integrity monitoring relies on a priori knowledge of the
nominal performance and fault rates of the ranging con-
stellations. For GPS, the ground stations provide periodic
updates regarding the safety-critical parameters contained

in the Integrity Support Message (ISM). The safety-critical
parameters include user range accuracy (URA) and user range
error (URE), which are the standard deviations of the nominal
errors used for integrity and continuity, respectively, and
a priori probability of satellite failure. For SOPs and dedicated
beacons, those parameters are either not fully characterized by
enough data, or completely unknown. Hence, the impact of
adding terrestrial signals with variable safety-critical parame-
ters on integrity monitoring is still to be studied.

This paper conducts a thorough study on the impact of
adding terrestrial measurements, whether from SOPs or ded-
icated beacons, with variable safety-critical parameters on
GNSS-SOP integrity monitoring. It is shown that adding one
SOP actually increases both the horizontal protection level
(HPL) and vertical protection level (VPL). This happens when
there is only one SOP available in the environment or the
clocks of the SOPs are not synchronized (herein referred to
as coming from different SOP constellations). In such cases,
adding any SOP to the system would augment the state vector
with an additional clock term, and the information from the
additional SOP gets consumed in estimating the additional
clock term. While the additional SOP is desirable from the
perspective of improving the geometric diversity, it does not
add redundancy in the measurements, and in fact, adds a
vulnerability exhibited by an increase in the PLs. While
new-generation cellular networks are evolving to support pre-
cise positioning, the current time synchronization requirement
for both LTE and 5G is 3 µs [18], which corresponds to
ranging errors of about 900 m. A recent study modeled,
based on experimental data, the level of synchronization across
cellular base stations [19]. This paper adopts such models and
shows that adding two or more SOPs with synchronized clocks
potentially reduces the HPL within a fairly large regime of
safety-critical parameters.

This paper presents an opportunistic advanced receiver
autonomous integrity monitoring (OARAIM) framework that
utilizes multi-constellation GNSS signals fused with terrestrial
SOPs, while detecting faults and calculating the PLs. The
paper makes three contributions:
• It analytically shows that there needs to be at least two

SOPs in an SOP constellation to possibly reduce PLs.
• It characterizes the horizontal integrity performance via

extensive Monte Carlo simulations for adding a different
number of SOPs with variable safety-critical parameters.

• It presents UAV experimental results demonstrating the
efficacy of the proposed OARAIM to bound the integrity
risk and comparing against the theoretical conclusions
on the influence of adding terrestrial SOP measurements
on HPL.

The remainder of this paper is organized as follows.
Section II surveys related work about integrity monitoring
and opportunistic navigation. Section III presents the navi-
gation models, which include GNSS and SOP measurement
models, weighted nonlinear least square (WLNS) estimator,
and terrestrial SOP geometry model. Section IV presents the
critical elements for OARAIM, namely definitions, safety-
critical parameters and algorithm framework, which are foun-
dational for the analysis in this paper. Section V analytically
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proves that adding only one SOP in an additional constellation
increases the PLs, indicating that to possibly improve naviga-
tion integrity, at least two or more SOPs are needed. Section VI
presents the sensitivity analysis of integrity performance over
variable SOP safety-critical parameters. Section VII discusses
the experiment setup and results demonstrating the OARAIM
framework. Section VIII concludes this paper by summarizing
the analytical, simulation, and experimental results.

II. RELATED WORK

The concept of navigation integrity, which measures the
confidence of the information correctness provided by the
navigation system. was introduced in the early 1990s to deal
with safety threats caused by GPS faults in safety-critical
missions [20]. The integrity information is provided by
(i) external aiding systems, e.g. Ground Based Augmentation
System (GBAS) [21] and Satellite Based Augmentation Sys-
tem (SBAS) [22]; (ii) onboard sensors, e.g. through the Air-
borne Based Augmentation System (ABAS). ABAS is usually
referred as receiver autonomous integrity monitoring (RAIM),
which is exceptionally attractive, as it is cost-effective and
does not require building additional infrastructure [23]. RAIM
for GPS constellation has been used since the mid-1990s.
With the deployment of new GNSS constellations and the
development of sensor technology, Advanced RAIM (ARAIM)
has been proposed to account for multi-constellation GNSS
measurements [24] (e.g. Galileo [25], GLONASS [26], and
Beidou [27]), aiding sensors (e.g., INS-GPS [28], lidar-
GNSS [29], and vision-GPS [30]). Since the introduction
of ARAIM concept in the GPS Evolutionary Architecture
Study (GEAS) phase II report [31], the cooperation between
U.S. and E.U. on GPS/Galileo, through Working Group C
Advanced Receiver Autonomous Integrity Monitoring Tech-
nical Subgroup (ARAIM SG), keeps improving the availabil-
ity of safety-critical service, which is supposed to maintain
integrity and continuity simultaneously [32]. As an extension
to the original framework which only covers single-fault
cases, [33] explicitly proposed the methods to compute the
PLs for hypotheses with simultaneous faults. The estimator
and detector design is optimized in [34] and [35] to minimize
integrity risk in RAIM.

With the remarkable developments of BeiDou System
(BDS) and GLONASS in the past decade, researcher has
started to investigate utilizing multi-constellation ARAIM to
meet more stringent integrity requirements. Foundational def-
initions, assertions, and assumptions for multi-constellation
ARAIM are delicately checked and clarified for current
RAIM-based operations [36]. The impact of incorporating
more constellations to ARAIM on navigation performance
is characterized, and a method of grouping multiple fault
hypotheses to reduce high computational load caused by
increasing number of measurements is proposed in [37]. The
sensitivity of availability in response to changes in error model
parameters is analyzed for multi-constellation ARAIM [38].

While GNSS has monopolized global navigation for
decades, researchers have been working on developing new
radionavigation systems and exploiting ambient signals for

positioning. Opportunistic navigation has been widely stud-
ied over the last two decades [39], [40], [41], [42]. SOPs
are exploited to provide a navigation solution in a global
frame in a standalone fashion [43], [44] or could be used
as aiding sources to dead reckoning sensors (e.g., lidar [45]
and INS [46]). Among the different types of terrestrial SOPs,
cellular signals are particularly attractive due to their inherent
attributes: abundance, desirable geometric and spectral diver-
sity, high received power, and large bandwidth. Cellular signals
have shown high ranging and localization accuracy even in
multipath environments [47], [48], [49], [50], [51] and on
high-altitude aircraft [52], [53]. Recently, 5G signals have
been studied for navigation purposes [54], [55], [56], and have
been demonstrated on UAVs and ground vehicles [57], [58].
[59] develops a framework to exploit the entire bandwidth
for navigation by using both “always-on” and “on-demand”
reference signals. Recent studies have exploited terrestrial
SOPs to enhance integrity monitoring performance by fusing
GPS signals with SOPs. which has been shown to achieve
improvement of integrity, in terms of PLs, over GPS-only
for both aerial and ground vehicles [17], [60], [61]. However,
the analyses are based on preliminary signal characterization
and/or assumptions on safety-critical parameters of SOPs [62],
[63]. On one hand, the SOP URE value in [17] is adopted
based on signal characterization from a few hours worth of
collected data, which is insufficient in the strict context of
integrity. On the other hand, [61] assumed the SOP probability
of fault to be 10 times that of GPS.

While multi-constellation GNSS ARAIM and opportunistic
navigation has been extensively studied, the analyses do not
directly apply to GNSS-SOP integrity monitoring. This is
because: (i) terrestrial SOP transmitters have different geom-
etry than GNSS satellites. Instead of orbiting above aerial
vehicles, terrestrial SOPs usually are located below aerial
vehicles; (ii) the safety-critical parameters of SOPs could have
different order of magnitudes than those of GNSS.

III. NAVIGATION MODEL DESCRIPTION

This section describes the pseudorange measurement mod-
els of the GNSS satellites and terrestrial SOPs and the WNLS
estimator used to estimate the receiver’s position. Furthermore,
the terrestrial SOP geometry model used for the OARAIM
performance analysis is presented.

A. GNSS Pseudorange Measurement Model

The aerial vehicle-mounted receiver makes pseudorange
measurements to Ms GNSS satellites from Mconst GNSS
constellations. Let i ∈ {1, . . . , Mconst} denote the index of the
constellation to which the m-th GNSS satellite belongs. The
m-th GNSS pseudorange measurement from the i-th GNSS
constellation at time-step k, after compensating for ionospheric
delays, tropospheric delays, and the satellite’s clock bias,
is modeled as [64]

zG
m(k) = ∥r r(k)− rG

m(k)∥2 + c · δtG
r,i (k)+ vG

m(k), (1)

where zG
m(k) = zG′

m (k)+ cδ̂tG
m (k)− c · δ̂tiono(k)− c · δ̂ttropo(k);

zG′
m (k) is the pseudorange from the m-th GNSS satellite before
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compensation; c is the speed of light; δ̂tG
m (k) is the m-th

GNSS satellite’s clock bias estimate; δ̂tiono(k) and δ̂ttropo(k)

are the estimated ionospheric and tropospheric delays, respec-
tively; r r(k) and rG

m(k) are the receiver and m-th satellite’s
three-dimension (3D) position vectors, respectively; δtG

r,i (k)

is the receiver’s clock bias with respect to the i-th GNSS
constellation’s reference time; and vG

m is the lumped noise
term including residual ionospheric errors, which is mod-
eled as a zero-mean, white Gaussian sequence with standard
deviation σG

m .

B. Terrestrial SOP Pseudorange Measurement Model

The aerial vehicle-mounted receiver also makes pseudo-
range measurements from Ns terrestrial SOP transmitters,
which are assumed to be stationary with known positions.
Unlike GNSS satellites that transmit their clock parameters
from which their clock error states can be deduced, terrestrial
SOPs may not transmit any information about their clock
error states. The n-th SOP measurement at time-step k can
be modeled as

z̄S
n(k) = ∥rr (k)− rS

n(k)∥2 + c · [δ̄tr(k)− δtS
n (k)] + v̄S

n (k),

(2)

where rS
n(k) and δtS

n (k) are the 3D position and clock bias
of the n-th SOP transmitter, respectively; δ̄tr(k) is the SOP
receiver’s clock bias with respect to the true time; and v̄S

n
is the measurement noise, which is modeled as a zero-mean
white Gaussian sequence with standard deviation σ̄ S

n .
The recent study [19] concluded that there exists a certain

level of clock synchronization between cellular transmitters,
i.e., the clock biases of different neighboring transmitters are
dominated by one common term, due to the synchronization
of the cellular network, leading to the model

c · [δ̄tr(k)− δt . . . . . . Sn(k)] = cδtS
r (k)+ cδtS

0,n + ϵn(k), (3)

where cδtS
r (k) is a common term driving the difference

between the receiver and a subgroup of SOP clock biases, and
ϵn(k) is an error term modeled as a zero-mean Gaussian ran-

dom variable with variance σ 2
ϵn

. The initial biases
{

cδtS
0,n

}Ns

n=1
can be obtained knowing the initial receiver position and
given the initial measurement z̄S

n(0) according to cδtS
0,n ≈

z̄S
n(0)− ∥rr (0)− rS

n(0)∥2. The initial receiver position can be
estimated from GNSS measurements during a pre-calibration
stage or before GNSS is cut off. The details of this calibration
method can be found in [65].

A subgroup of SOPs whose clock biases are driven by a
common term can be considered as an SOP constellation.
This could happen when the transmitters have the same
transmission protocol and are from the same network provider.
Suppose that the SOPs can be grouped into Nconst subgroups.
i.e., SOP constellations. Let j ∈ {1, . . . , Nconst} denote the
index of the constellation to which the n-th SOP belongs. After
initial bias calibration, the n-th SOP pseudorange measurement
zS

n(k) can be remodeled as

zS
n(k) = ∥rr (k)− rS

n(k)∥2 + cδtS
r, j (k)+ vS

n (k), (4)

where cδtS
r, j (k) is the receiver’s clock bias with respect to

the j-th SOP subgroup’s common reference time and the
lumped measurement noise for the re-parameterized pseudo-
range measurement vS

n (k) ≜ ϵn(k) + v̄S
n (k) is modeled as a

white Gaussian sequence with variance σ 2
ϵn
+ σ S

n
2.

Equations (2) and (4) represent two different ways of
modeling SOP pseudorange measurements. The grouping of
SOPs in equation (4) enables the receiver to use a static
estimator (e.g., WNLS) to estimate the position of the aerial
vehicle. It is worth noting that the measurement error terms
in the two models are modeled differently, hence, the noise
variances should be characterized differently according to the
two models. For cellular SOPs, a preliminary characterization
of measurement errors was carried out in [17] by overbounding
the error distribution of the experimentally recorded data over
a period of 24 hours using DeCleene’s single cdf-overbounding
approach [66].

C. Navigation Solution

The receiver estimates its position vector using GNSS and
SOP pseudorange measurements along with the GNSS and
SOP receivers’ biases vectors via a WNLS. The vector to be
estimated is given by

x(k) ≜
[

rr (k), cδ tGT
(k), cδ tST

(k)
]T

,

where

cδ tG(k) =
[
cδtG

1 (k), . . . , cδtG
Mconst

(k)
]T

,

cδ tS(k) =
[
cδtS

1 (k), . . . , cδtS
Nconst

(k)
]T

The time argument is omitted in the following for compactness
of notation. The all-in-view combined GNSS-SOP measure-
ment vector can be formed according to

z ≜
[
zG

1 , . . . , zG
Ms

, zS
1 , . . . , zS

Ns

]T
.

A WNLS is then iterated to obtain an estimate of x, denoted
by x̂, using z. Let h denote the iteration number, x̂h the
estimate at iteration h, and ẑh the measurement prediction
calculated using x̂h . The all-in-view navigation solution update
is obtained from the normal equations according to

1xh =
(

HT
h WHh

)−1
HT

h W
(
z − ẑh

)
, (5)

where Hh is the measurement Jacobian evaluated at x̂h and W
is the weighting matrix. The weighting matrix is given by W =
C−1

acc, where Cacc is a diagonal matrix whose diagonal elements
{Cacc(l, l)}Ns+Ms

l=1 are the measurement noise variances used for
continuity and accuracy. Details about Cacc can be found in
Appendix A. The WNLS estimate at the (h + 1)-th iteration
is updated according to

x̂h+1 = x̂h +1xh,

and the iteration number is subsequently increased, i.e., h ←
h+1. After convergence, the all-in-view navigation solution is
denoted x̂(∞), the measurement prediction after convergence
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is denoted ẑ(∞), and the residual at convergence is denoted y,
which is defined as

y ≜ z − ẑ(∞)
.

Let H denote the measurement Jacobian after convergence,
which is an (Ns+Ms)× (3+Mconst+ Nconst) matrix, that can
be parameterized by the GNSS satellites and SOP transmitters’
azimuth and elevation angles according to

H ≜ [G, B] , (6)

where G is the geometry matrix, and B is the time matrix.
The l-th row of G matrix can be defined as

Gl ≜ [−c(ell)s(azl) − c(ell)c(azl) − s(ell)] ,

where c(·) and s(·) denote the cos(·) and sin(·) functions,
respectively; ell and azl are elevation angle and azimuth angle,
respectively, of the l-th GNSS satellite or terrestrial SOP
transmitter. The clock bias Jacobian can be expressed as

B ≜

[
BG 0Ms×Nconst

0Ns×Mconst BS

]
, (7)

where BG is an Ms ×Mconst matrix denoting the GNSS clock
bias Jacobian, whose m, i-th entry, denoted by Bm,i , is given
by

Bm,i =

{
1 if m-th satellite belongs to i-th constellation,
0 otherwise.

BS is measurement Jacobian associated with the SOP clock
bias, which is defined similarly to BG.

D. Terrestrial SOP Geometry Model

To capture the randomness in the SOP transmitter locations,
the terrestrial SOP network is modeled as a binomial point
process (BPP) [67], [68], where the horizontal positions of
N SOPs are independently and uniformly distributed over an
annular region centered at the receiver, i.e., Br (dS

min, dS
max) =

π(dS
max

2
− dS

min
2
) [69], where dS

min is the minimum horizontal
distance required for the far-field assumption to hold and dS

max
is the maximum horizontal distance for which ranging signals
can be detected by the receiver (Figure 1 (a) shows an example
of an SOP realization for N = 15). The altitudes of the SOPs
relative to the receiver are assumed to be uniformly distributed
between hS

min and hS
max. As shown in Figure 1(b), the location

of the n-th SOP is represented by (dS
n , hS

n, azS
n), where dS

n and
hS

n are the horizontal and vertical distances between the n-
th SOP and the receiver, respectively, and azS

n is the azimuth
angle of the n-th SOP. As a result, the elevation angle of the n-
th SOP elS

n and the range to the n-th SOP rSn can be calculated
as

elS
n = tan−1

(
hS

n

dS
n

)
,

rS
n =

√
dS

n
2
+ hS

n
2
.

Fig. 1. (a) BPP realization with N = 15, in the angular region constrained by
dS

min and dS
max. The aerial vehicle is depicted in the center of the North-East

frame. (b) Geometry of aerial vehicle-to-SOP. The aerial vehicle is the center
of the North-East-Up frame.

IV. CRITICAL ELEMENTS FOR OARAIM

This section presents the definitions, parameters, and algo-
rithm framework for OARAIM, which are foundational for
requirement and performance analysis. OARAIM is developed
based on the baseline ARAIM [70], which is designed for
GNSS navigation. Although ARAIM has the flexibility of
incorporating multi-source measurements, it must be adapted
when incorporating SOPs as discussed next.

A. Definitions for OARAIM

The definitions of key concepts, e.g., fault and nominal
states, have been discussed and evolved based the of-the-time
perspective of RAIM since the introduction of RAIM. How-
ever, integrity definitions for SOPs have not been explicitly
made in the literature. In this subsection, the definitions for
GNSS ARAIM are reviewed and the definitions for OARAIM
are proposed thereafter. The definitions are discussed to pro-
vide foundations for the design and evaluation of the OARAIM
algorithm. The discussion reveals that the conventions of
defining transmitter performance allow for different definitions
of integrity parameters. Therefore, the integrity parameters
could take different values according to different ways of
defining the transmitter performance. Most of the definitions
are based on [71].

In terms of integrity, the characteristics of interest for
navigation signals are mainly the nominal behavior and
the probability that the signals might be in a faulty state.
In OARAIM, there are four safety-critical parameters, inher-
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Fig. 2. OARAIM Flowchart. Note that Ms and Ns are the number of GNSS
and SOP pseudoranges, respectively, and EMT denotes effective monitor
threshold.

ited from the baseline ARAIM, that must be provided a priori
to the user [24]:
• {σURA,m}

Ms
m=1: URA, the standard deviation of a Gaus-

sian distribution that overbounds the nominal clock and
ephemeris error at the worst-case location on Earth, to be
used for the determination of integrity. The parameter
σURA is a conservative representation of the unfaulted
error distribution.

• {bnom,m}
Ms
m=1: bound on the maximal bias affecting the

nominal error of ranging source m to be used for the
determination of integrity.

• {Ps,m}
Ms
m=1: the probability that a ranging source m is

faulty at a given time.
• {Pconst,i }

Mconst
i=1 : the probability of a constellation-wide

fault.
The safety-critical parameters for GPS have been thoroughly

characterized over the last several decades. The ARAIM
SG provides values for URA, bnom,m , and probability of
satellite and constellation fault for GNNS agreed by the
groups. However, the values for the safety-critical parameters
of SOPs have not been characterized due to limited adoption
of these signals in safety-critical applications and the fact
that one needs sufficient historical data to characterize these
parameters, which has not materialized yet. Therefore, this
paper will conduct a sensitivity analysis of performance on
the safety-critical parameters for SOPs.

B. OARAIM Framework

This section presents the OARAIM framework introduced
in [60] and [72] to incorporate GNSS pseudorange mea-
surements and SOP pseudorange measurements. The solution
separation tests and PL calculation are introduced to provide
foundations for the analysis in later sections. OARAIM per-
forms fault detection and exclusion (FDE) and PL calculation
based on the multiple hypothesis solution separation (MHSS)
algorithm [23]. Figure 2 shows the OARAIM algorithm
flowchart.

OARAIM first determines the fault modes to monitor, based
on the GNSS and SOP ranging sources visible to the receiver,

so that the probability of fault modes other than the monitored
ones is smaller than a predefined threshold Pthresh, i.e.,

1−
Nf∑

i=0

P(i)
f ≤ Pthresh, (8)

where Nf is the number of fault modes to be monitored and
P(i)

f is the probability of fault mode i (i ∈ {1, . . . , Nf}). For
each fault mode, a fault-tolerant solution x̂(i) is defined as the
navigation solution obtained from measurements excluding the
hypothesized faulty measurements in the corresponding fault
mode. The difference between the fault-tolerant solutions x̂(i)

and the all-in-view solution x̂(0) serves as the test statistics
for each alternative hypothesis. The difference vector for the
i-th fault mode is computed as [70]

1x̂(i)
= x̂(i)

− x̂(0)
= (S(i)

− S(0)) y

S(i)
= (HTW(i)H)−1HTW(i)

where W(i) is a diagonal weighting matrix, defined as

W(i)(l, l) =

C−1
int (l, l),

if measurement l is hypothe-
sized faulty,

0, otherwise,

where Cint is the diagonal covariance matrix characterizing the
nominal error model used for integrity. Details about nominal
error models used in OARAIM can be found in Appendix A.

Let the index q ∈ {1, 2, 3} denotes the east, north, and up
components, respectively. The variances of the q-th coordinate
of i-th fault-tolerant navigation solution x̂ (i)

q are calculated as

σ (i)2
q = (HTW(i)H)−1

q,q . (9)

To bound the impact of the nominal bias for each measure-
ment, bnom, j , on the position solutions, OARAIM calculates
the worst-case bias for the every fault mode i . The worst-case
bias can be given by

b(i)
q =

Ms+N∑
l=1

∣∣∣S(i)
q,l

∣∣∣ bnom,l . (10)

The variance of the difference 1x̂(i) between the all-in-view
and the fault-tolerant position solutions is given by

σ (i)2
ss,q = eT

q

(
S(i)
− S(0)

)
Cacc

(
S(i)
− S(0)

)T
eq , (11)

where eq denotes the vector whose q-th entry is 1 and all
other entries are 0, Cacc is the diagonal covariance matrix
characterizing the nominal error model used for accuracy and
continuity, whose details can be found in Appendix A.

The test threshold for the q-th coordinate of fault mode i
is denoted by

Ti,q = Kfa,qσ (i)
ss,q , (12)

where

Kfa,1 = Kfa,2 = Q−1
(

PFA_H

4Nf

)
,

Kfa,3 = Q−1
(

PFA_V

2Nf

)
,
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where Q−1(·) is the inverse Q-function, and PFA_H and PFA_V
are continuity budget allocated for false alarm in the horizontal
and vertical direction, respectively. For each i and q , the
solution separation test coefficient is defined by

τi,q =
|x̂ (i)

q − x̂ (0)
q |

Ti,q
. (13)

The solution separation test is conducted by testing τi,q ≤ 1
over all fault modes, i.e., i ∈ {1, . . . , Nf} and all directions,
i.e., q ∈ {1, 2, 3}.

If any of the tests fails, the algorithm will try to perform
fault exclusion. After the fault detection and exclusion is
performed, the PL for each direction can be calculated. For
HPL, the algorithm first computes PLs for the two hori-
zontal directions, i.e., q ∈ {1, 2}, by solving the following
equation [23]

2Q

(
P Lq − b(0)

q

σ
(0)
q

)
+

Nf∑
i=1

P(i)
f Q

(
P Lq − Ti,q − b(i)

q

σ
(i)
q

)

=
1
2

P H M IH

(
1−

PNM

P H M IV + P H M IH

)
, (14)

where Q(·) is the Q-function; PNM is the probability of the
faults that are not included in the fault modes; and P H M IV
and P H M IH are the integrity budget for the vertical and
horizontal components, respectively. The HPL is calculated
from

H P L =
√

P L2
1 + P L2

2. (15)

The VPL can be calculated similarly by solving

2Q

(
P L3 − b(0)

3

σ
(0)
3

)
+

Nf∑
i=1

P(i)
f Q

(
P L3 − Ti,3 − b(i)

3

σ
(i)
3

)

= P H M IV

(
1−

PNM

P H M IV + P H M IH

)
, (16)

and V P L = P L3.
Equations (8)-(14) for OARAIM are inherited from

multi-constellation GNSS ARAIM. However, it is worth not-
ing that a significant difference between multi-constellation
GNSS ARAIM and OARAIM is that the definition of constel-
lation in multi-constellation GNSS ARAIM is clear, while the
grouping of SOPs and augmentation of system state space,
i.e., adding a SOP ‘constellation’, depends on the relative
synchronization of SOP clocks, as mentioned in Section III-B.

V. ANALYSIS OF PROTECTION LEVEL REDUCTION
DUE TO FUSING SOPS WITH GNSS

This section analyzes the effect of fusing SOP pseudoranges
with GNSS pseudoranges on the PL. It is shown that adding
only one pseudorange measurement from an additional SOP
constellation (i) reduces the fault detection sensitivity and
(ii) increases the computed PLs over GNSS only. Therefore,
to possibly improve integrity, there need to be at least two
SOPs in the same constellation. The ARAIM is valid as long
as the total number of pseudorange measurements is larger
than the number of estimation states, so that the algorithm has
measurement redundancy to perform solution separation [70].

However, the numerical study in [60] shows that adding only
one SOP increases PLs. This paper extends the previous study
by seeking analytical explanations of the performance degra-
dation after adding only one SOP. Extending the analytical
expressions derived in this section to two or more SOPs is
analytically intractable. As such, Section VI resorts to Monte
Carlo numerical simulations to show that the PL can be
reduced under certain integrity parameters.

The case where only one pseudorange measurement from
one SOP constellation arises if (i) there is only one SOP in
the environment or (ii) the SOP does not share relative clock
stability with other SOPs in the environment, as discussed
in Section III-B. Recall that upon adding a single SOP, the
state vector x is augmented with the SOP’s corresponding
additional clock state cδS

n . It has been proved in [19] that
adding one pseudorange measurement from an additional con-
stellation does not improve the position estimate. Specifically,
adding one pseudorange measurement from an additional
constellation will change neither the position error nor the
position error uncertainty. However, whether adding one SOP
improves the integrity performance has not been studied. The
following theorems show the influence of adding one SOP on
the integrity performance, in terms of fault detection sensitivity
and computed PLs, respectively.

Theorem 1: Consider Ms pseudorange measurements from
Mconst constellations in the ARAIM algorithm, where
Ms ≥ 3 + Mconst. Assume that there exists another constel-
lation to be used for ranging. Suppose that the probability of
single and constellation-wide faults for the ranging sources is
such that the maximum number of simultaneous faults to be
monitored is 1. Adding one pseudorange measurement from an
additional constellation will make the algorithm less sensitive
to the faults of the original Ms measurements. Furthermore,
the algorithm cannot detect faults from the additional mea-
surement.

Proof. See Appendix C.
From Theorem 1, it can be implied that the number of

SOP measurements in a constellation to benefit detection of
GNSS fault is no less than 2. Furthermore, the number of
SOP measurements in a constellation for faults in those SOPs
being possibly detectable by OARAIM is no less than 2.
The influence of adding one measurement from an additional
constellation on the computed PLs is shown by the following
theorem.

Theorem 2: Consider Ms pseudorange measurements from
Mconst constellations , where Ms ≥ 3 + Mconst for the
ARAIM algorithm to perform fault detection and compute PLs
under baseline specifications. Assume that there exists another
constellation to be used for ranging. Suppose that the proba-
bility of single and constellation-wide faults is such that the
maximum number of simultaneous faults to be monitored is 1.
Adding one pseudorange measurement from the additional
constellation increases the vertical and horizontal protection
levels.

Proof. See Appendix D.
As a demonstration of Theorem 2, Figure 3 shows the

average PL reduction by adding one SOP with different
probability of SOP fault over 5000 realizations of Monte Carlo
simulation, whose setup is present in detail in the following
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Fig. 3. Simulation result showing PL increases after adding one SOP with
different PS

s . Note that PL reduction denotes the PL after adding one SOP
subtracted by the PL before adding the SOP.

section. From Figure 3, adding one SOP with different PS
s

always increases the PLs, which matches Theorem 2. It is
worth noting that with larger PS

s , the PL increase becomes
larger, which is also declared by (32).

Note that Theorem 1 and Theorem 2 do not address the
influence of adding Ns ≥ 2 SOPs, while, however, is studied
in Section VI via simulations.

VI. FAULT-FREE INTEGRITY PERFORMANCE
SENSITIVITY ANALYSIS

The impact of adding SOP measurements on the integrity
performance is not completely obvious. On one hand, adding
SOP measurements increases redundancy; hence, it presum-
ably reduces the integrity risk. On the other hand, it is possible
that adding more measurements increases the probability of
hazardous misleading information (HMI), especially when the
additional measurements have large probability of fault. More-
over, the safety-critical parameters are not fully characterized,
which makes the impact of adding SOP measurements more
difficult to track. As such, this section conducts simulation
studies to characterize the integrity performance, specifically,
HPL, upon incorporating SOPs with different assumptions of
safety-critical characteristics, namely, σ S

URA and PS
s .

In order to quantify the integrity risk of the position solution
and its error bound, a trusted model of the signals’ safety-
critical features is needed. However, these models for SOPs
are not fully developed yet. From the integrity perspective, the
navigation signal can be characterized by a nominal model and
a model of potential threats. The nominal model describes
the expected measurement error when no faults are present.
The faults are by definition, instances where the nominal
model is not valid. Based on the analyses in Section IV-
A, the distinction between nominal and faulted conditions
can be arbitrary. For example, one could choose to model
common (but bounded) faults by inflating the nominal error
model.

Besides that the fault condition can be “arbitrarily” defined,
SOP signals have not been fully characterized by large-scale
experimental campaigns (i.e., spanning very long duration and
different environments). While an attempt to characterize the
pseudorange error distribution has been made in [17], [62],
this paper does not assume the availability of such charac-
terization. Instead, the OARAIM performance is studied via
Monte Carlo simulation for adding SOP, with varying safety-
critical parameters, namely, σ S

URA and PS
s .

TABLE I
SIMULATION SETUP

In the simulation, terrestrial SOP pseudoranges are
fused with GPS pseudoranges. This paper assumes a
stationary receiver located in Orange County, California,
USA. The receiver position is fixed at rr = 106

×

[−2.482345,−4.700049, 3.513616], expressed in the Earth-
Centered-Earth-Fixed (ECEF) frame. It is shown that the dif-
ference of integrity performance along the longitude direction
is negligible [24]. The influence of the receiver’s latitude is
not the focus of this study. As such, this paper chooses to
fix the receiver’s position, while the geometric distribution
of GPS satellites is varied by randomizing the time. As the
nominal orbital period of a GPS satellite is 11 hours and
58 minutes, which is almost half of a sidereal day, one can
randomly choose time in an approximately 24-hour interval to
get GPS satellite positions, without having to randomize the
date. Cellular SOP base stations are placed randomly based
on the BPP model mentioned in the Section III-D.

Table I shows the OARAIM constants and inputs used in
the simulation [70]. Note that this study employs LPV-200
requirements. PS

s is varied from 10−7 to 10−1, and σ S
URA

is varied from 0.5 to 25. For each combination of PS
s and

σ S
S , there are 5000 Monte Carlo realizations. The 5000 Monte

Carlo realizations uniformly span time of a day to obtain GPS
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Fig. 4. Color map of HPL reduction for different σURA,SOP and PS: (a) 2 SOPs; (b) 3 SOPs; (c) 4 SOPs; (d) 5 SOPs; (e) 6 SOPs; (f) 8 SOPs. The red region
is where HPL reduction is below zero, indicating that HPL increases after adding SOPs, while other regions are where the HPL reduces after adding SOPs.

satellite position. Cellular transmitters are placed randomly
based on the BPP model for each realization. The HPL
reduction is calculated by averaging over the 5000 realizations.
The sensitivity analysis results are shown in Figure 4. The
following conclusions can be drawn from the simulation
results: (i) adding no less than 2 “regular” SOPs (i.e., SOPs
with reasonably small σ S

URA and PS
s ) will reduce the HPL;

(ii) for two and more SOPs, with PS
s and σ S

URA increasing,
the PL reduction decreases; (iii) with the number of SOPs
increasing, the σ S

URA required for HPL reduction increases,
which can be seen from that the boundary between positive and
negative region of PL reduction moves to the right-hand side
with more SOPs; and (iv) for the scenario of adding 2 SOPs

with extremely large probability of fault, e.g., PS
s = 0.1, the

PL always increases, no matter how small σ S
URA is.

From Figure 4, it can be concluded that as number of
SOPs increase, there will be less scenarios where adding SOPs
degrades the performance. With enough SOPs, even signals
with less favorable safety-critical characteristics (e.g., σ S

URA
is 20 times larger than σGPS

URA and PS
s is 100 times larger

than PGPS
s ) would still reduce the HPL.

It is worth noting that the conclusions made in this section
only apply to HPL. Terrestrial SOPs have relatively less
geometric diversity in the vertical direction– they usually
possess similar altitudes. The vertical integrity performance
is sensitive to the SOPs’ vertical geometric distribution and
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Fig. 5. Experimental hardware setup, navigation solution, and the traversed trajectory along with the position of cellular LTE SOP towers and the sky plot
of GPS satellite positions.

their relative positions with respect to the receiver (e.g.,
a receiver may be located at the same altitude, higher,
or lower than terrestrial SOPs, which is radically different
than the relative geometry with respect to GNSS satellites).
The influence of SOP geometry on the vertical integrity per-
formance is not studied in this paper and is deferred to future
work.

VII. EXPERIMENTAL RESULTS

This section presents the experimental results on a UAV to
demonstrate the proposed OARAIM framework and validate
the sensitivity analysis of the integrity performance. First,
Theorem 1 is demonstrated by showing detection sensitivity
before and after adding one SOP pseudorange measurement
over an experiment trajectory. Second, the experiment shows
that the HPL bounds the horizontal position error (HPE) along
the experiment trajectory, indicating OARAIM’s ability to
protect against integrity risk.

A. Experiment Setup

Figure 5 shows the environment and hardware setup for
the experiment. A DJI Matrice 600 UAV was equipped with a
dual-channel National Instrument (NI) universal software radio
peripheral (USRP)-2955, driven by a GPS disciplined oscilla-
tor (GPSDO), to sample LTE SOPs. Four LTE carrier frequen-
cies, 739, 1955, 2125, and 2145 MHz, were collected during
the experiments. These frequencies are channels allocated for
the U.S. cellular providers AT&T, T-Mobile, and Verizon.
The sampling rate was set to 10 MSps and the sampled LTE
signals were recorded on a laptop for post-processing. An LTE
software-defined receiver (SDR) developed in [73] was used to
process the sampled LTE signals to get the LTE pseudorange
measurements.

The UAV was also equipped with a Septentrio AsteRx-i V,
which has dual antenna multi-frequency GNSS receiver with
RTK and a Vectornav VN-100 micro electromechanical sys-
tems (MEMS) inertial measurement unit (IMU). The inte-
grated GNSS-IMU system provides both the raw GNSS
measurements and ground-truth navigation solution. The raw
GNSS measurements, after ionospheric and tropospheric cor-
rections using Klobuchar Ionospheric Model and the Hop-
field Tropospheric Model [74], and the LTE pseudorange
measurements are fed into the WNLS estimator to calculate
the GNSS-SOP coupled navigation solution. The integrity
parameters are set the same as the simulation setup in Table I,
except {PS

s,n}
Ns
n=1 is set to be 10−4. As mentioned earlier, the

probability of SOP fault has not been fully characterized nor
agreed upon by standards bodies. The choice of {PS

s,n}
Ns
n=1

is only intended for the demonstration of the analytical and
simulation results in this work.

The GPS and SOP pseudorange measurements were fed into
the navigation framework discussed in Section III to produce
the navigation solution and calculate the HPE. Over the course
of the experiment, the UAV traversed a trajectory of 815 m
in 220 s, while listening to 11 LTE towers. The locations
of the towers in the environment were mapped prior to the
experiment.

B. HPL Bounding

In this subsection, the ability of the OARAIM to bound the
integrity risk, i.e., to bound the HPE with real-time HPLs,
is validated. Over the course of the experiment, all GPS
satellites above an elevation angle of 15◦ and all available
SOPs were used to produce the navigation solution and com-
pute HPLs. Figure 6 shows that HPE can always be bounded
by real-time HPLs for the GPS+SOP framework.
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Fig. 6. HPE and corresponding HPL.

Fig. 7. Experiment results for fault detection corresponding to the GPS
fault mode where GPS satellite with PRN number of 8 is faulty: (a) test
threshold and statistics for GPS-only and GPS with one SOP, showing that
adding one SOP does not change the test statistics while increases the test
threshold; (b) the difference of test coefficients for the GPS fault mode
between GPS-only and GPS with one SOP.

C. Detection Sensitivity

This subsection presents experimental results evaluating
Theorem 1. This theorem was demonstrated by comparing
the test statistics, thresholds, and coefficients for using GPS
only pseudorange measurements and GPS pseudorange mea-
surements with an additional SOP pseudorange measurement,
i.e. SOP 1 shown in Figure 5. Figure 7(a) shows the test
thresholds and statistics for the fault mode where the GPS
satellite with PRN number of 8 is faulty. It is shown that
adding one SOP from an additional constellation does not
change the test statistics, whereas increases the test threshold.
Figure 7(b) shows the test coefficient will be reduced by
adding one additional SOP pseudorange measurement. This

Fig. 8. HPL reduction for different numbers of SOPs over the experiment
trajectory.

Fig. 9. The Stanford Diagram showing HPE and HPL for GPS only and
GPS with different numbers of SOPs. On top is the zoom-in view of the data
points. Note that MI denotes misleading information.

indicates that the detection sensitivity for GPS fault modes is
reduced.

D. HPL Reduction for Adding SOPs

Next, the PL reduction after adding SOPs is demonstrated.
Based on the common definition of narrow fault mentioned
in Subsection IV-A, PS

s = 10−4 is chosen as a sample value
in the experiment to compute HPLs for adding SOPs. As the
experiment was conducted in a semi-urban area, σ S

URA was
chosen to be 3, which is the characterized value of semi-urban
model from [17].

To calculate the HPL reduction, GPS-only HPL was first
calculated and subtracted from the corresponding HPL for the
GPS-SOP solution with different number of SOPs. The order
of adding SOPs followed the numbering in Figure 5. Figure 8
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shows the HPL reduction over the experiment course. One can
see that adding one SOP slightly increases the HPL, which
affirms Theorem 2. For two or more SOPs, the results show
HPL reduction over the experiment trajectory. Note that results
for only up tp 8 SOPs are plotted in Figure 5 to avoid the plot
being discernible.

The Stanford Diagram, which expresses the working regime
of the algorithm by the visualization of each epoch’s HPL and
HPE with respect to the alert limit, is plotted in Figure 9 for
GPS only and GPS with different number of SOPs. There are
a total of 2880 epochs, among which 100% are in the normal
operations, which shows that OARAIM indeed meets the
integrity requirement. One can also notice from the zoom-in
view in Figure 9 that adding one SOP does not change the
HPE, but it increases the HPL. Adding two or more SOPs
reduces both the HPL and HPE.

VIII. CONCLUSION

This paper analyzed the integrity performance of OARAIM
after incorporating terrestrial SOP measurements with variable
safety-critical parameters. These analyses were conducted to
support RAIM algorithm design for SOPs whose safety-critical
parameters are not fully characterized with adequate historical
data. First, the GNSS and SOP pseudorange measurement
models were presented. In particular, two SOP pseudorange
measurement model were proposed, one of which enables
grouping of SOPs to support static estimators. Moreover, the
OARAIM framework was proposed to incorporate SOPs with
multi-constellation GNSS. The critical elements for OARAIM
was also explicitly discussed. The least number of SOP
pseudorange measurements to possibly improve integrity per-
formance was proved to be no less than 2. This theoretical
derivation also showed that to get integrity improvement with
NLS-based ARAIM, the SOP pseudorange measurements need
to be grouped into an SOP constellation. Then, the HPL
reduction after adding different number of terrestrial SOPs
with variable safety-critical parameters was analyzed through
simulation. Finally, an experimental study was conducted
to validate the OARAIM framework, theoretical study, and
performance characterization.

APPENDIX A
NOMINAL ERROR MODELS

Cint(l, l) = σ 2
URA,l + σ 2

iono,l + σ 2
tropo,l + σuser,l ,

Cacc(l, l) = σ 2
URE,l + σ 2

iono,l + σ 2
tropo,l + σuser,l ,

where σURE,l is the standard deviation of the clock and
ephemeris error of GNSS satellite l used for accuracy and
continuity; σURE,l is different from σURA,l in the sense that
σURE,l is the average, other than overbounding standard devi-
ation of the nominal errors; σiono,l and σtropo,l denote the
standard deviation of the residual ionospheric and tropospheric
errors, respectively; and σuser,l denotes the standard deviation
of the code noise and multipath errors. Terrestrial SOPs are not
influenced by ionospheric and tropospheric delays. Therefore,
the nominal error models for terrestrial SOPs do not contain

σiono,l and σtropo,l . For dual-frequency GNSS receivers, the
ionospheric delay in the pseudorange measurements can be
completely eliminated by dual-frequency. Therefore, the error
models do not contain the residual ionospheric delay.

APPENDIX B
CALCULATION OF FAULT MODE PROBABILITY

The calculation of fault mode probability P(i)
f , i ∈

{1, . . . , Nf} is performed using the probabilities of single-
ranging-source fault and the probabilities of constellation-wide
fault as described in [32]. Suppose there are a total
of Ns GNSS satellites and/or SOP towers available in
the environment, belonging to Nconst constellations. The
probability of single-ranging-source fault is denoted by
Ps,m, m ∈ {1, . . . , Ns}. The probability of constellation-wide
fault is denoted by Pconst,n, n ∈ {1, . . . , Nconst}. To gen-
eralize the notations, the single-ranging-source faults and
constellation-wide faults are unified into events, i.e.,

Pevent,m = Ps,m, m ∈ {i, . . . , Ns}

Pevent,Ns+n = Pconst,n n ∈ {i, . . . , Nconst}.

The probability of fault mode i is given by

P(i)
f =

Ns+Nconst∏
l

P Bl,i
event,l

(
1− Pevent,l

)Bl,i , (17)

where

Bl,i =

{
1, if event l is in fault mode i
0, otherwise.

APPENDIX C
PROOF OF THEOREM 1

Proof: Assume that Ms pseudorange measurements and
WNLS be formulated as discussed in Section III. After adding
one pseudorange measurement, the number of fault modes to
be monitored will increase by 1, i.e.,

N ′f = Nf + 1.

Without loss of generality, assume that the Nf fault modes
correspond to these where one of the original single measure-
ments or constellations is faulty, i.e., for i = 1, . . . , Nf, the
measurement vector

z(i)′
=

[
z(i)T

, zS

]T
,

where z(i)′ and z(i) are the measurement vectors for the new
and old systems, respectively, and zS is the additional SOP
pseudorange measurement.

One can notice that the measurement vector of the (Nf + 1)-
th fault mode from the new system is identical to the all-in-
view measurement vector from the old system, i.e.,

z(Nf+1)′
= z(0).

Based on Theorem III.3 in [19], the addition of a measure-
ment while augmenting the clock state vector by one state
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will not improve the position estimate nor the position error
uncertainty, i.e., for i = 0, . . . , Nf,

x̂(i)′
= x̂(i)

, (18)

σ (i)′
q = σ (i)

q . (19)

It can be readily shown that for i = 0, . . . , Nf

x̂ (i)′
q − x̂ (0)′

q = x̂ (i)
q − x̂ (0)

q , (20)

σ (i)′
ss,q = σ (i)

ss,q . (21)

The test threshold coefficients from (12) for the new system
become

K ′fa,1 = K ′fa,2 = Q−1
[

PFA_H

2 (Nf + 1)

]
> Kfa,1 = Kfa,2,

K ′fa,3 = Q−1
[

PFA_V

2 (Nf + 1)

]
> Kfa,3.

The above inequality uses the fact that the inverse Q function
is monotonically decreasing. Therefore,

T ′i,q > Ti,q , for i = 1, . . . , Nf. (22)

Combining the above with (20) yields∣∣∣x̂ (i)′
q − x̂ (0)′

q

∣∣∣
T ′i,q

<

∣∣∣x̂ (i)
q − x̂ (0)

q

∣∣∣
Ti,q

, for i = 1, . . . , Nf.

This means that the new system is less sensitive to faults
from the original constellations. Recall from (13) that τi,q =
|x̂ (i)

q −x̂ (0)
q |

Ti,q
is compared to 1 as the fault detection test.

For the fault mode corresponding to the new measurement,

x̂(Nf+1)′
= x̂(0)′

Therefore, for q = 1, 2, 3,

|x̂ (Nf+1)′
q − x̂ (0)′

q | = 0 < T ′Nf+1,q

will always hold. This means the new system cannot detect
faults from the additional constellation.

□

APPENDIX D
PROOF OF THEOREM 2

Proof: The proof of this theorem will first consider P L3
(VPL). From Theorem III.3 in [19], it can be readily shown
that

S(i)′
=

{[
S(i), 0

]
i = 0, . . . , Nf

S(0) i = Nf + 1.

Assume unimodal overbounding of the nominal error for the
additional pseudorange, i.e., bnom, j = 0 for j = Ms+1. It can
readily shown that the worst-case bias of the new system for
the fault modes corresponding to the original measurements
(i = 1, . . . , Nf)

b(i)′
q =

Ms+1∑
j=1

∣∣∣S(i)′
q, j

∣∣∣ bnom, j =

Ms∑
j=1

∣∣∣S(i)
q, j

∣∣∣ bnom, j = b(i)
q . (23)

For the fault mode corresponding to the new measurement

b(Nf+1)′
q =

Ms+1∑
j=1

∣∣∣S(Nf+1)′
q, j

∣∣∣ bnom, j =

Ms∑
j=1

∣∣∣S(i)
q, j

∣∣∣ bnom, j = b(0)
q .

(24)

First, assume the probability of single fault for the additional
measurement Ps,new = 0. For i = 1, . . . , Nf,

P(i)′
f = P(i)

f . (25)

For i = Nf + 1, one also has

P(Nf+1)′
f = 0. (26)

The probability of fault modes not monitored

P ′NM = PNM. (27)

Substituting (19) and (23)-(27) into (16), the equation to
compute VPL for the new system with Pnew becomes

2Q

(
P L ′3,0 − b(0)

3

σ
(0)
3

)
+

Nf∑
i=1

P(i)
f Q

(
P L ′3,0 − T ′i,3 − b(i)

3

σ
(i)
3

)

= P H M IV

(
1−

PNM

P H M IV + P H M IH

)
. (28)

Considering inequality (22) and the monotonicity of the Q
function yields that the computed VPL for Ps,new = 0,

P L ′3,0 > P L3. (29)

This means that adding one measurement with the probability
of fault Ps,new = 0 from an additional constellation will
increase the computed VPL.

Second, the case when Ps,new > 0 is considered. Without
loss of generality, assume the same probability of narrow fault
Ps,old for all the previous ranging sources and the probability
of wide fault to be 0 for all the previous ranging constellations.
The probability of fault modes not monitored for the new
system can be given by

P ′NM = 1−
Nf+1∑
i=0

P(i)′
f

= 1− (1− Ps,old)
Ms − Ms(1− Ps,old)

Ms−1 Ps,old

+ Pnew Ms(1− Ps,old)
Ms−1 Ps,old

Let x = P L ′3, y = Ps,new, and

f (x, y) = 2Q

(
P L ′3 − b(0)′

3

σ
(0)′
3

)

+

Nf+1∑
i=1

P(i)′
f Q

(
P L ′3 − T ′i,3 − b(i)′

3

σ
(i)′
3

)

− P H M IV

(
1−

P ′NM
P H M IV + P H M IH

)

f (x, y) = 2Q

(
x − b(0)

3

σ
(0)
3

)
+ y

(
1− Ps,old

)M Q

(
x − b(0)

3

σ
(0)
3

)
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+ (1− y)

Nf∑
i=1

P(i)
f Q

(
x − T ′i,3 − b(i)

3

σ
(i)
3

)
+ y · a · Ms(1− Ps,old)

Ms−1 Ps,old − P H M I ′V,

(30)

where

a =
P H M IV

P H M IV + P H M IH
,

P H M I ′V = P H M IV

[
1−

d
P H M IV + P H M IH

]
,

d = 1−
(
1− Ps,old

)M
− M

(
1− Ps,old

)M−1 Ps,old.

Considering that the Q function is monotonically decreasing,
it can be readily shown that fx < 0, where fx denotes the
derivative of f (x, y) with respect to x . Taking derivative of
f (x, y) with respect to y yields

fy =a · Ms(1− Ps,old)
Ms−1 Ps,old

+ (1− Ps,old)
Ms Q

(
x − b(0)

3

σ
(0)
3

)

− (1− Ps,old)
Ms−1 Ps,old

Ms∑
i=1

Q

(
x − T ′i,3 − b(i)

3

σ
(i)
3

)
(31)

Under baseline specifications, the first term dominates the
above equation. Therefore

fy > 0.

Letting f (x, y) = 0 and taking the total derivative yields
dx
dy
= −

fy

fx
> 0

This indicates that P L ′3 increases with Pnew increasing. There-
fore,

P L ′3 > P L ′3,0 > P L3 (32)

Using similar steps, the same conclusion can be achieved
for the two horizontal directions. □
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A navigation framework with carrier phase differential measure-
ments from megaconstellation low Earth orbit (LEO) satellite signals
is developed. The measurement errors due to ephemeris errors and
ionospheric and tropospheric delays are derived and the statistics of
the dilution of precision is characterized.Moreover, the joint probabil-
ity density function of the megaconstellation LEO satellites’ azimuth
and elevation angles is derived to 1) enable performance character-
ization of navigation frameworks with LEO satellites in a compu-
tationally efficient way and 2) facilitate parameter design, namely,
the differential baseline, to meet desired performance requirements.
The Starlink constellation is used as a specific LEOmegaconstellation
example to demonstrate the developed carrier phase differential LEO
(CD-LEO) navigation framework. Simulation results are presented
demonstrating the efficacy of the proposedCD-LEO framework for an
unmanned aerial vehicle (UAV) navigating for 15.1 km in 300 s, while
using signals from 44 Starlink satellites, achieving a 3-D position root
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mean squared error (RMSE) of 2.2m and a 2-DRMSE of 32.4 cm. Ex-
perimental results are presented showing UAV navigating for 2.28 km
in 2min overAliso Viejo, CA, USA, using exclusively signals from only
two Orbcomm LEO satellites, achieving an unprecedented position
RMSE of 14.8 m.

I. INTRODUCTION

The coming decade is slated to witness a space revo-
lution with the launch of tens of thousands of low Earth
orbit (LEO) satellites for broadband communication [1],
[2]. The promise of utilizing LEO satellites for positioning,
navigation, and timing (PNT) has been the subject of recent
studies [3], [4], [5], [6], [7], [8], [9], [10], [11], [12], [13],
[14], [15], [16], [17], [18]. While some of these studies call
for tailoring the broadband protocol to support navigation
capabilities [19], [20], other studies propose to exploit
existing broadband LEO constellations for navigation in
an opportunistic fashion [21], [22], [23], [24], [25], [26],
[27]. The former studies allow for simpler receiver archi-
tectures and navigation algorithms. However, they require
changes to existing infrastructure [28], the cost of which
private companies, such as OneWeb, SpaceX, Boeing, and
others, which are planning to aggregately launch tens of
thousands of broadband Internet satellites into LEO, may
not be willing to pay. Moreover, if the aforementioned
companies agree to that additional cost, there will be no
guarantees that they would not charge extra for “navigation
services.” In this case, exploiting broadband LEO satellite
signals opportunistically for navigation becomes the more
viable approach. An opportunistic approach also offers two
additional advantages: 1) it maintains the privacy of the
user, as only downlink LEO signals are utilized without
communicating back with the LEO satellites and 2) it allows
utilization of multiple constellations without being limited
to only the subscription constellation. This article assesses
opportunistic navigation with carrier phase differential mea-
surements, also known as real-time kinematic (RTK), from
broadband LEO satellite signals.

To address the limitations and vulnerabilities of global
navigation satellite system (GNSS), opportunistic naviga-
tion has received significant attention over the past decade or
so [29]. Opportunistic navigation is a paradigm that relies
on exploiting ambient radio signal of opportunity (SOPs)
for PNT. Besides LEO satellite signals, other SOPs include
AM/FM radio [30], [31], [32], digital television [33], [34],
and cellular [35], [36], [37], [38], [39], [40], [41], [42], [43],
[44], with the latter showing the promise of a submeter-
accurate navigation solution for unmanned aerial vehicles
(UAVs) when carrier phase measurements from cellular
signals are used [45], [46].

LEO satellites possess desirable attributes for position-
ing in GNSS-challenged environments [1], [2]: 1) they are
around 20 times closer to Earth compared to GNSS satel-
lites, which reside in medium Earth orbit (MEO), making
their received signal power between 24 to 34-dBs higher
than GNSS signals; 2) they will become abundant as tens of
thousands of broadband Internet satellites are expected to
be deployed into LEO; and 3) each broadband provider will
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deploy broadband Internet satellites into unique constel-
lations, transmitting at different frequency bands, making
LEO satellite signals diverse in frequency and direction.
While the ephemerides of LEO satellites are not as pre-
cisely known as those of GNSS satellites, estimates of the
Keplerian elements parameterizing the orbits of these LEO
satellites are made publicly available by the North American
Aerospace Defense Command (NORAD) and are updated
daily in the two-line element (TLE) files. Using TLEs and
orbit determination algorithms (e.g., SGP4), the positions
and velocities of these satellites can be estimated, albeit
not precisely [47], [48], [49]. In addition, some of these
broadband LEO satellites, such as Orbcomm satellites, are
equipped with GPS receivers and broadcast their GPS so-
lution to terrestrial receivers.

This article considers the problem of navigating exclu-
sively with LEO satellite signals in environments where
GNSS signals are unavailable or untrustworthy (e.g., in the
presence of jamming or spoofing). To this end, there are
several challenges that must be addressed. First, there are
no publicly available receivers that can produce navigation
observables from LEO satellite signals. Recent papers on
navigation with LEO satellites have addressed this chal-
lenge for some of the existing constellations [21], [50], [51],
[52], [53]. Second, existing navigation frameworks do not
apply in a straight forward fashion to megaconstellation
LEO satellites due to the unique error sources associated
with megaconstellation LEO satellites. The literature on
navigation with LEO satellites either 1) assumes that the
orbit and clock errors of LEO satellites are precisely deter-
mined [54], [55], [56], [57], [58], 2) relies on TLEs [21],
[50], [51], [52], 3) or simultaneously track LEO satellites
and navigate [59], [60]. Obtaining precise LEO orbits and
clocks requires additional infrastructure, the cost of which
LEO broadband providers may not be willing to bare.
Moreover, the error in the orbits obtained from the publicly
available TLEs may be on the order of a few kilometers as
the orbit is propagated way beyond the epoch at which the
TLE file was generated. Blindly using the satellite positions
obtained from the TLE files introduces significant errors in
the measurement residuals [61]. Tracking the satellite orbits
while navigating may reduce the error in satellite orbits;
however, the augmented system becomes poorly estimable,
especially for long period of navigation, i.e., 4 min or
more [61]. An LEO carrier phase differential navigation
framework was introduced in [62] to tackle the problem
of large measurement errors due to LEO satellite orbit and
clock errors. However, the framework was geared toward
the Orbcomm constellation only. A third challenge is the
unknown achievable navigation performance with mega-
constellation LEO satellites. The navigation performance
has been partially characterized in [62] and [63]. In [62],
only the Orbcomm constellation was characterized, while
none of the sources of errors were studied. In [63], stochastic
models of the LEO satellite elevation and azimuth angles
were developed to characterize the performance of LEO
megaconstellations. However, the effect of satellite position
errors on the measurement error were partially analyzed for

a specific location, and ionospheric and tropospheric delays
were not considered in the analysis.

The high level of precision of carrier phase measure-
ments enables a submeter level navigation solution as has
been demonstrated in GNSS [64] and cellular SOPs [45],
[46]. This precision comes at the cost of added ambigui-
ties that need to be resolved, for which the least-squares
ambiguity decorrelation adjustment (LAMBDA) method
can be employed [65]. Carrier phase differential mea-
surements from LEO satellites have been used previously
to accelerate integer ambiguity resolution in the case of
GNSS [3], [4], [5], [66]. On one hand, the authors in [3]
and [66] propose a method for resolving GNSS ambiguities
by augmenting GNSS carrier phase measurements with
ones taken from LEO satellites. On the other hand, Jo-
erger et al. [4] and [5] discussed navigation and integrity
monitoring with GNSS augmented with carrier phase mea-
surements from Iridium satellites. Contrary to the afore-
mentioned papers, this article does not assume that the
rover can augment GNSS measurements with LEO mea-
surements; thus, the rover is navigating exclusively with
carrier phase differential measurements from LEO satel-
lites. Moreover, the analysis in this article is not limited to
one LEO constellation, but is generalized to multiple LEO
megaconstellations.

Once the ambiguities are resolved, the rover can per-
form real-time positioning. As mentioned above, two major
sources of error that have to be considered in the so-called
carrier phase differential (CD)-LEO framework are 1) the
error in the satellite positions obtained from the TLE files
and 2) residual ionospheric and tropospheric delays as LEO
satellites reside above the ionosphere and troposphere. Al-
though the double-difference carrier phase measurements
will cancel out most of satellite position errors and iono-
spheric and tropospheric delays, there will still be signifi-
cant errors if the base and rover are “too far apart.” These
errors are too large to ignore if an accurate navigation
solution is desired. This article characterizes this error and
its statistics as a function of the differential baseline, from
which the baseline can be designed to guarantee a desirable
performance.

This article presents a study for carrier phase differential
navigation with megaconstelation LEO satellites and con-
siders the following scenario. A receiver onboard a “rover”
with unknown states makes carrier phase measurements to
LEO satellites, and a “base” station with known position in
the vicinity of the rover makes carrier phase measurements
to the same LEO satellites. One can form differential carrier
phase measurements from base and rover measurements
and solve for the rover’s position as well as for the resulting
ambiguities. Without any position priors, the rover cannot
perform real-time positioning and must wait until there is
enough change in satellite geometry to use a batch least-
squares estimator to estimate its position and the integer
ambiguities or use a dynamic estimator, such as an extended
Kalman filter (EKF). The goal of the article is to develop
a methodology for designing CD-LEO frameworks and
analyzing their performance. Stochastic geometry models
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have been used to characterize relevant metrics in terres-
trial wireless communication systems [67]. Recent studies
extended such models to LEO-based wireless communica-
tion systems [68], [69], [70], [71] to characterize coverage
probabilities, interference, as well as Doppler spreads. This
article aims to develop stochastic models for LEO satellite
azimuth and elevation angles to characterize navigation
performance metrics and error sources, namely, the dilu-
tion of precision (DOP), ephemeris errors, and atmospheric
effects. Stochastic geometry models are an efficient alter-
native to full orbit simulations. Furthermore, they can still
be used even when not enough information is known to
simulate a given constellation. Stochastic geometry models
can be used to calculate exact statistics of some performance
metrics, either using numerical integration, or, although
rarely simple, by deriving closed-form expressions in some
instances. This article makes four contributions as follows.

1) First, a carrier phase differential (CD)-LEO naviga-
tion framework is developed for LEO satellite signals
and the measurement residuals due to ephemeris, and
ionospheric and tropospheric delays are derived.

2) Second, the probability density functions (pdfs) of
megaconstellation LEO satellites’ azimuth and ele-
vation angles are used to characterize the cumulative
density functions (cdfs) of the DOPs, namely, po-
sition DOP (PDOP), horizontal DOP (HDOP), and
vertical DOP (VDOP).

3) Third, the statistics and cdfs of measurement resid-
uals due to ephemeris errors and ionospheric and
tropospheric delays are characterized as a function
of the baseline. This study allows to design the sys-
tem parameters to guarantee a desired performance,
namely, the differential baseline.

4) Fourth, simulation and experimental results are pre-
sented showing a UAV localizing itself with LEO
satellite signals using carrier phase differential mea-
surements to an unprecedented level of accuracy.
The simulation results show a UAV navigating for
15.1 km in 300 s, while using signals from 44 Star-
link LEO satellites, achieving a 3-D position root
mean squared error (RMSE) of 2.2 m and a 2-D
RMSE of 32.4 cm. The experimental results show
a UAV navigating for 2.28 km in 2 min over Aliso
Viejo, CA, USA, using exclusively signals from only
two Orbcomm LEO satellites, achieving a position
RMSE of 14.8 m.

The rest of this article is organized as follows. Section II
describes the measurement models used and the CD-LEO
framework. Section III models the errors in the CD-LEO
measurements due to ephemeris errors and ionospheric and
tropospheric delays. Section IV derives the joint pdf of the
megaconstellation LEO satellites’ azimuth and elevation
angles. Section V uses these models to characterize the
performance of the CD-LEO framework and proposes a
methodology to design system parameters to meet a desired
performance. Section VI presents simulation results show-
ing the potential of centimeter-accurate UAV navigation

with fully deployed LEO magaconstellations. Section VII
presents experimental results demonstrating a UAV navi-
gating with CD-LEO measurements. Finally, Section VIII
concludes this article.

II. MEASUREMENT MODELS AND CD-LEO FRAME-
WORK DESCRIPTION

This section describes the measurement models and the
CD-LEO framework used in the article. From here on out,
a satellite will be referred to as a space vehicle (SV).

A. LEO Satellite Position Error

Let rleo,l � [xleo,l , yleo,l , zleo,l ]T denote the lth LEO SV
true position vector in the East–North–Up (ENU) frame.
If the true LEO SV positions are not known, they may
be estimated utilizing TLE files and orbit determination
algorithms (e.g., SGP4), resulting with an estimate r̂leo,l .
Denote the estimation error as r̃leo,l � rleo,l − r̂leo,l . Due to
the large ephemeris errors in TLE files, ‖r̃leo,l‖2 can be on
the order of a few kilometers.

B. LEO Carrier Phase Observation Model

In this article, availability of carrier phase measurements
from LEO SV signals is assumed. For example, the receiver
proposed in [21] may be used to obtain carrier phase mea-
surements from Orbcomm LEO SV signals and the one
in [72] can be used for Starlink LEO SV signals. Note
that Orbcomm LEO SVs transmit their SV ID. As such,
data association for Orbcomm LEO SVs can be readily
performed. However, little is known about Starlink LEO
SV signals and data association must be performed. The
problem of data association has been extensively studied
in literature [73], [74] and its adaptation to the CD-LEO
framework is left as future work. In the rest of the article, it is
assumed that data association is performed perfectly. Note
that since LEO satellite orbits are above the ionosphere,
their signals will suffer from ionospheric and tropospheric
delays. Let δt (i)

iono,l (k) and δt (i)
trop,l (k) denote the ionospheric

and tropospheric delays from the lth LEO SV to the ith
receiver at time-step k, respectively, where i denotes either
the base B or the rover R. An estimate of the ionospheric
and tropospheric delays, denoted δ̂t (i)

iono,l (k) and δ̂t (i)
trop,l (k),

respectively, may be obtained using standard models [75].
After ionospheric and tropospheric delay correction, the
carrier phase measurement z(i)

l (k) expressed in meters can
be parameterized in terms of the receiver and LEO SV states
as

z(i)
l (k) = ∥∥rr,i−rleo,l (k)

∥∥
2
+c [δtr,i(k)−δtleo,l (k)

]+λlN (i)
l

+ cδ̃t (i)
trop,l (k) + cδ̃t (i)

iono,l (k) + v
(i)
l (k) (1)

where rr,i � [xr,i, yr,i, zr,i]T is the ith receiver’s position vec-
tor in ENU; c is the speed of light; δtr,i and δtleo,l are the
ith receiver’s and lth LEO SV clock biases, respectively;
δ̃t (i)

iono,l � δt (i)
iono,l − δ̂t (i)

iono,l and δ̃t (i)
trop,l � δt (i)

trop,l − δ̂t (i)
trop,l are

the ionospheric and tropospheric delay errors, respectively;
λl is the lth LEO SV signal’s wavelength; N (i)

l is the carrier
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Fig. 1. Base/rover CD-LEO framework. The base receiver can be either
(a) stationary or (ii) mobile (e.g., high-flying aerial vehicle).

phase ambiguity; and v
(i)
l is the measurement noise, which

is modeled as a discrete-time zero-mean white Gaussian se-
quence with variance

[
σ

(i)
l (k)

]2
. It is assumed that

{
v

(i)
l

}L
l=1

are independent and identically distributed, but with differ-

ent values of
[
σ

(i)
l (k)

]2
.

C. CD-LEO Framework

The framework consists of a rover and a base receiver in
an environment comprisingL visible LEO SVs. The base re-
ceiver (B), is assumed to have knowledge of its own position
state, e.g., 1) a stationary receiver deployed at a surveyed
location or 2) a high-flying aerial vehicle with access to
GNSS. The rover (R) does not have knowledge of its po-
sition. The base communicates its own position and carrier
phase observables with the rover. The LEO SVs’ positions
are known through the TLE files and orbit determination
software, or by decoding the transmitted ephemerides, if
any. As such, one of two differential measurements may
be used by the rover for navigating: 1) single difference or
2) double difference carrier phase measurements. Both of
these measurements are discussed next. Fig. 1 illustrates the
base/rover CD-LEO framework.

D. LEO Single Difference Carrier Phase Framework

In what follows, the objective is to estimate the rover’s
position using single difference carrier phase measure-
ments. While these measurements eliminate the time-
varying component of SV clock biases, the relative clock
bias between the base and rover receivers as well as the
carrier phase ambiguities cannot be resolved in the single
difference measurements. As such, either 1) a precise prior
is needed to estimate the initial ambiguities or 2) a dynamic
estimator must be employed to estimate the ambiguities
over time. The latter approach is adopted and an EKF
is formulated to estimate the rover’s position from single
difference carrier phase measurements.

1) LEO Single Difference Carrier Phase Observation
Model: First, define the single difference across receivers
adjusted for the base-LEO SV range as

z(R,B)
l (k) � z(R)

l (k) − z(B)
l (k) + ∥∥rr,B − r̂leo,l (k)

∥∥
2

= ∥∥rrR − rleo,l (k)
∥∥

2 + cδt (R,B)
r (k) + λlN (R,B)

l

+ cδ̃t (R,B)
iono,l (k) + cδ̃t (R,B)

trop,l (k)

− r̃ (B)
leo,L(k) + v

(R,B)
l (k) (2)

where

δt (R,B)
r (k) � δtrR (k) − δtrB (k)

λlN (R,B)
l � λlN (R)

l − λlN (B)
l

δ̃t (R,B)
iono,l (k) � δ̃t (R)

iono,l (k) − δ̃t (B)
iono,l (k)

δ̃t (R,B)
trop,l (k) � δ̃t (R)

trop,l (k) − δ̃t (B)
trop,l (k)

r̃ (B)
leo,L (k) �

∥∥rr,B − rleo,l (k)
∥∥

2 − ∥∥rr,B − r̂leo,l (k)
∥∥

2

v
(R,B)
l (k) � v

(R)
l (k) − v

(B)
l (k).

Define δ̃t (R,B)
atmo,l (k) � δ̃t (R,B)

iono,l (k) + δ̃t (R,B)
trop,l (k) as the overall de-

lay in the lth single difference measurement due to atmo-
spheric effects. Subsequently, z(R,B)

l (k) can be expressed as

z(R,B)
l (k) = h(R)

l (k) + cδt (R,B)
r (k) + λlN (R,B)

l

+ r̃ (R,B)
leo,L (k) + cδ̃t (R,B)

atmo,l (k) + v
(R,B)
l (k) (3)

where h(R)
l (k) � ‖rrR − r̂leo,l (k)‖2, r̃ (R,B)

leo,L (k) � r̃ (R)
leo,L(k) −

r̃ (B)
leo,L (k), and r̃ (R)

leo,L(k) � ‖rr,R − rleo,l (k)‖2 − ‖rr,R −
r̂leo,l (k)‖2. In vector form, the measurement equation
becomes

z(k) = h(R)(k) + cδt (R,B)
r (k)1L + A

+ r̃(R,B)
leo (k) + cδ̃t (R,B)

atmo (k) + v(k) (4)

where 1L is an L × 1 vector of ones and

z(k) �
[
z(R,B)

1 (k), . . . , z(R,B)
L (k)

]T

h(R)(k) �
[
h(R)

1 (k), . . . , h(R)
L (k)

]T

A �
[
λ1N (R,B)

1 , . . . , λLN (R,B)
L

]T

r̃(R,B)
leo (k) �

[
r̃ (R,B)

leo1
(k), . . . , r̃ (R,B)

leo,L (k)
]T

δ̃t (R,B)
atmo (k) �

[
δ̃t (R,B)

atmo,1(k), . . . , δ̃t (R,B)
atmo,L(k)

]T

v(k) �
[
v

(R,B)
1 (k), . . . , v(R,B)

L (k)
]T
.

The covariance matrix of v(k) is given by

R(k) � diag
[[
σ

(R,B)
1 (k)

]2
, . . . ,

[
σ

(R,B)
L (k)

]2
]

, where
[
σ

(R,B)
l (k)

]2
�
[
σ

(R)
l (k)

]2
+
[
σ

(B)
l (k)

]2
.

2) EKF Model: In this framework, the rover may be
stationary or mobile. Here, the position and velocity of the
rover are estimated, along with the vector of ambiguities,
yielding the state vector

xEKF(k) =
[
rT
rR

(k), ṙT
rR

(k), x(R,B)
clk,r

T
(k), AT

]T
(5)

where x(R,B)
clk,r (k) �

[
cδt (R,B)

r (k), cδ̇t (R,B)
r (k)

]T and
cδ̇t (R,B)

r (k) is the relative drift between the rover and
base clocks. Since the dynamics of the rover are not
necessarily known, a simple, yet reasonable dynamical
model is assumed for the rover’s position and velocity,
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namely, a velocity random walk model, which can be
expressed as [76]

xpv(k + 1) = Fpvxpv(k) + wpv(k) (6)

where xpv(k) �
[
rT
rR

(k), ṙT
rR

(k)
]T, Fpv �

[
I3×3 T I3×3
03×3 I3×3

]
is the

state matrix, In×n is the n× n identity matrix, 0n×n is the
n× n zero matrix, T is the sampling interval, and wpv(k) is
the process noise, which is modeled as a zero-mean, white
random vector with covarianceQpv. In general, a clock error
state xclk � [cδt, cδ̇t]T is modeled to evolve according to
a standard double integrator driven by process noise [76],
according to the dynamics model

xclk(k + 1) = Fclkxclk(k) + wclk(k) (7)

where Fclk �
[
I2×2 T I2×2

02×2 I2×2

]
and wclk(k) is the process noise,

which is modeled as a zero-mean, white random vector with
covariance Qclk. Since x(R,B)

clk,r is the difference between the
rover and base clock error states, then its dynamics will
be similar to (7) except that its process noise covariance,
denoted by Q(R,B)

clk,r , will be the sum of the two process noise
covariances, i.e.,

Q(R,B)
clk,r = Q(R)

clk,r + Q(B)
clk,r (8)

where Q(R)
clk,r and Q(B)

clk,r are the rover and base’s clock error
process noise covariances, respectively. Consequently, the
overall dynamics of xEKF will be given by

xEKF(k + 1) = FEKFxEKF(k) + wEKF(k) (9)

where FEKF = diag[Fpv,Fclk, IL×L] and wEKF(k) is the
overall process noise which is modeled as a zero-
mean, white random vector with covariance QEKF =
diag

[
Qpv,Q(R,B)

clk,r , 0L×L
]
. Note that the block pertaining to

the ambiguity vector is not exactly zero in the process
noise covariance but is set to a small value εI to avoid
numerical instabilities in the EKF [77]. The EKF can be
readily implemented, with the measurement Jacobian given
by

H(k) = [G(k) 1L 0L I] (10)

whereG(k) is the geometry matrix at time-step k, which can
be parameterized by the SVs’ azimuth and elevation angles
{φl}Ll=1 and {θl}Ll=1, respectively, according to (11) equation
shown at the bottom of this page.

E. LEO Double Difference Carrier Phase Framework

In what follows, the objective is to estimate the rover’s
position using double difference carrier phase measure-
ments. While these measurements completely remove the
dependency on clock biases, they have inherent ambiguities

that must be resolved. Recall that (L − 1) measurements are
obtained from L visible satellites [75], with one unknown
ambiguity associated with each double difference measure-
ment. Using only one set of carrier phase measurements
with no a priori knowledge on the rover position results in
an underdetermined system: (L + 2) unknowns (3 position
states and (L − 1) ambiguities) with only (L − 1) mea-
surements. Therefore, when no a priori information on the
position of the rover is known, a batch weighted nonlinear
least-squares (B-WNLS) over a window of K time-steps is
employed to solve for the rover’s position and ambiguities.
The rover could either remain stationary or move during the
batch window. Subsequently, the rover uses measurements
collected at different times in a batch estimator, resulting
in an overdetermined system [75]. The total number of
measurements will be K × (L − 1) in the batch window. If
the rover remains stationary, the total number of unknowns
will remain (L + 2). Otherwise, the number of unknowns
becomes (3˜K + L − 1): 3 position states at each time-step
and (L − 1) ambiguities. The dimensions of the unknown
parameters and the measurement vector set a necessary con-
dition on K and L in order to obtain a solution. Once an es-
timate of the ambiguities is obtained, the rover position can
be estimated in real-time using a point-solution weighted
nonlinear least-squares (PS-WNLS) estimator. Both the
B-WNLS and PS-WNLS estimate the rover’s position from
LEO double difference carrier phase measurements, which
is described next.

1) LEO Double Difference Carrier Phase Observation
Model: Without loss of generality, the first LEO SV is
taken as the reference, yielding the double difference mea-
surements

z̄(k) � Tz(k)

= h̄(R)(k) + Ā+ ¯̃r(R,B)
leo (k) + c ¯̃δt (R,B)

atmo (k) + v̄(k) (12)

where h̄(R)(k) � Th(R)(k), Ā � TA, ¯̃r(R,B)
leo (k) � Tr̃(R,B)

leo (k),
v̄(k) � Tv(k), ¯̃δt (R,B)

atmo (k) � Tδ̃t (R,B)
atmo (k), and T �

[−1L−1 I(L−1)×(L−1)] is the differencing matrix. Note that
the covariance matrix of v̄(k) is given by R̄(k) = TR(k)TT.
If λl �= λ1, then Ā cannot be expressed as λN, where
N is a vector of integers. If λl = λ ∀ l , then Ā = λN
and the LAMBDA method is used to resolve the integer
ambiguities.

2) B-WNLS Solution: If the rover remains stationary
during the batch window, then the parameter to be estimated
is given by

xstationary �
[
rT
r,R(0), ĀT

]T

G(k)� −

⎡
⎢⎣

cos [θ1(k)] sin
[
φ1(k)

]
cos [θ1(k)] cos

[
φ1(k)

]
sin [θ1(k)]

...
...

...
cos [θL(k)] sin

[
φL(k)

]
cos [θL(k)] cos

[
φL(k)

]
sin [θL(k)]

⎤
⎥⎦ . (11)
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otherwise, it is given by

xmobile �
[
rT
r,R(0), . . . , rT

r,R(K − 1), ĀT
]T
.

The parameter xstationary or xmobile are estimated from the
collection of measurements from 0 to (K − 1) given by

z̄K �
[
z̄T(0), . . . , z̄T(K − 1)

]T
to yield an estimate x̂stationary or x̂mobile, respectively. Let
ˆ̄A denote the estimate of Ā. For a mobile receiver, the
estimation error covariance QA associated with ˆ̄A is given
by

QA =
(K−1∑
k=0

Y
1
2
k �kY

1
2
k

)−1

where Y
1
2
k is a square-root of Yk � R̄−1(k), and

�k � I(L−1)×(L−1) − �k

�k � Y
1
2
k TG(k)

[
GT(k)TTYkTG(k)

]−1 GT(k)TTY
1
2
k

where G(k) is given in (11).

REMARK 1 In this article, the well-known LAMBDA
method is adopted to resolve integer ambiguities. How-
ever, the CD-LEO framework may be implemented with
a different integer ambiguity resolution method. Regard-
less of the resolution method used, the integers may not
be resolved properly, especially that many of the LEO
megaconstellations of interest will be transmitting in the
Ka band and above. Since the wavelength is very small
(3 cm or less), the difference between the float and integer
solution will also be very small. In this case, errors due to
uncertainty in the ephemeris would dominate. This source
of error is one of the main sources characterized in this
article. Nevertheless, the methodology developed in this
article can be readily extended to study the effect of the
integer resolution algorithm and the batch window size on
the navigation performance of the CD-LEO framework and
is left as future work.

3)PS-WNLSSolution: After resolving the ambiguities,
a point solution for the rover position can be computed at
each time-step. Let Ň denote the integer estimates of N.
Hence, the double difference measurement vector adjusted
for the integer ambiguities expressed as

z̄ f (k) � z̄(k) − λŇ = h̄,R(k) + λÑ + ¯̃r(R,B)
leo (k) + v̄(k)

(13)
where Ñ � N − Ň is the integer ambiguity error. The rover
uses z̄ f (k) to solve for rrR (k) in a PS-WNLS. For small
measurement noise variances, which is typically the case
for high-frequency carriers, the positioning performance
heavily depends on ¯̃r(R,B)

leo (k), which is characterized in
Section V.

Fig. 2. LEO SV-to-receiver geometry. The subscripts j and l are
omitted for simplicity.

III. LEO MEGACONSTELLATION AND ERROR
MODELS

This section describes the LEO megaconstellation or-
bit model as well as models of ephemeris and ambiguity
resolution errors.

A. LEO Megaconstellation Orbit Model

Consider a LEO megaconstellation composed of J LEO
constellations ofLj SVs each, where j = 1, . . . , J . The total
number of SVs in the megaconstellation is given by

L =
J∑
j=1

Lj . (14)

The orbit of a LEO SV belonging to constellation j is
defined by its inclination angle i j and orbital altitude hj .
Define the normalized orbital radius

α j � 1 + h j
RE

(15)

where RE is the average radius of the Earth, which is
assumed to be spherical. The surface over which the LEO
SV can exist is defined as Bo(i j,Rhj ), which is a capless
sphere of radius Rhj � α jRE , as shown in Fig. 2. The
subsequent analysis can be done independently for different
LEO constellation; hence, the subscript j will be dropped
for simplicity of notation. Let φl and θl denote the azimuth
and elevation angles, respectively, of the lth LEO SV. These
angles are specific to a receiver location given by longitude
λ0 and latitude ϕ0. Moreover, let γ (θl ) denote the angle
between the LEO SV and receiver position vectors. Using
the law of sines, γ (θl ) can be expressed as

γ (θl ) = cos−1
[

1
α

cos θl
]

− θl . (16)

The constellation parameters are obtained from the pro-
posed Starlink constellation in [78] and are summarized in
Table I.
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TABLE I
Starlink Orbital Configuration

B. Measurement Errors Due to Ephemeris Errors

Recall that the SV positions are obtained by nonprecise
ephemerides. The effect of the estimated SV position error
onto the CD-LEO measurement is first characterized as a
function of the SV elevation angle. Next, the pdf of the
elevation angle derived in Section IV is used to obtain the
cdf of the measurement error due to ephemeris errors. A
first-order Taylor series expansion around r̂leo,l yields∥∥rr,i − rleo,l

∥∥
2 ≈ ∥∥rr,i − r̂leo,l

∥∥
2 + hT

i,l r̃
(i)
leo,l (17)

where hi,l is the unit line-of-sight vector between the lth
LEO SV and the ith receiver and r̃(i)

leo,l is the lth LEO SV’s
position error vector expressed in the ith receiver’s ENU
frame. A first-order Taylor series expansion around hB,l
yields

hR,l ≈ hB,l + 1∥∥rr,B − r̂leo,l
∥∥

2

(
I − hB,lhT

B,l
)
�rb (18)

where �rb is the baseline vector between the base and the
rover. Subsequently, the residual due to SV position errors
can be expressed as

r̃ (R,B)
leo,l = ∥∥rr,R − rleo,l

∥∥
2 − ∥∥rr,B − rleo,l

∥∥
2

− ∥∥rr,R − r̂leo,l
∥∥

2 + ∥∥rr,B − r̂leo,l
∥∥

2

⇒ r̃ (R,B)
leo,l ≈

(
�l r̃(B)

leo,l

)T
(�l�rb)

d (B)
l

(19)

where �l � (I − hB,lhT
B,l ) and d (B)

l � ‖rr,B − r̂leo,l‖2. Us-
ing the law of sines and (16), d (i)

l can be expressed as

d (i)
l = RE

(√
α2 − cos2 θ

(i)
l − sin θ (i)

l

)
(20)

where θ (i)
l denotes the lth LEO SV’s elevation angle in the

ith receiver’s coordinate frame. The residual in (19) can be
interpreted as the dot product between the baseline projected
onto the range-space of �l , denoted R(�l ), and the SV
position error vector also projected onto R(�l ), as shown
in Fig. 3(a). Practically, the rover can be assumed to be
on the base’s local plane East–North (EN) plane, i.e., its
elevation angle with respect to the base is zero. Moreover,
let ω(B)

R denote the rover’s azimuth angle with respect to the
base, as shown in Fig. 3(b). As such, the baseline can be
parameterized as

�rb = �rbu(B)
R (21)

where u(B)
R � [sinω(B)

R , cosω(B)
R , 0]T is a unit vector rep-

resenting the baseline direction and �rb is the baseline
magnitude.

Fig. 3. Baseline-to-SV geometry. The subscript l was omitted for
simplicity. The red lines show the range-space of �, denoted by R(�),

which is orthogonal to the unit line-of-sight vector hB.

Moreover, let ψ (B)
l denote the orientation of the LEO

SV’s ground track in the base’s ENU frame. As such, the
LEO SV’s position error vector may be expressed in the
base’s ENU frame as

r̃(B)
leo,L = eleo,Lu(B)

leo,L (22)

where eleo,L is the magnitude of the SV position error and
u(B)

leo,L is the unit direction vector of the SV error in the base’s
ENU frame. Using (16) and the geometry in Fig. 3, one can
show that u(B)

leo,L can be expressed as

u(B)
leo,L � 1

α

[
sinψ (B)

l cos θ (B)
l , cosψ (B)

l cos θ (B)
l ,

√
α2 − cos2 θ

(B)
l

]T

. (23)

Using (19)–(23), the measurement residual due to SV posi-
tion error can be expressed as

r̃ (R,B)
leo,l = f

(
θ

(B)
l , φ

(B)
l , ω(B),R, ψ (B)

l , α
) �rb · eleo,L

RE
(24)

where

f (θ, φ, ω,ψ, α) � cos θ

α
(√
α2 − cos2 θ − sin θ

)
·[cos(ψ − ω) − cos(ψ − φ) cos θ

−α cos(ω − φ)− sin θ
√
α2−cos2 θ

cos θ

]
.

(25)

While (24) shows the mapping between SV position error
and measurement residual, it is worth looking at an upper
bound of the residual magnitude for worst case scenario
analysis. It can be seen from Fig. 3(a) that the magnitude of
r̃ (R,B)

leo,l is maximized when the SV’s ground track is collinear
with the baseline. In such cases, using (20), the magnitude
of r̃ (R,B)

leo,l may be bounded according to
∣∣∣r̃ (R,B)

leo,l

∣∣∣ ≤ ∣∣∣g(θ (B)
l , αl

)∣∣∣ �rb · eleo,L

RE
(26)

where

g(θ, α) =
1
α

1
sin θ − 1√

α2−cos2 θ

. (27)
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Fig. 4. Normalized residual as a function of the elevation angle for
different baseline values.

Fig. 4 shows |g(θ (B)
l , αl )|�rbRE as a function of θ (B)

l for
different values of �rb. This quantity, called normalized
residual, represents the maximum residual error per unit of
SV position error.

C. Measurement Errors Due to Atmospheric Effects

In case the LEO receiver is not making corrections for
ionospheric and tropospheric delays, a residual error in
the CD-LEO measurements will be introduced. In GPS,
differential measurements at a “short” baseline of 20 km
or less may almost completely cancel out the measurement
errors due to atmospheric effects. However, such baselines
may still yield significant errors in the CD-LEO measure-
ments. In general, ionospheric and tropospheric delays can
be modeled as the product of the delay at zenith and a
mapping function of the elevation angle [75], known as the
obliquity factor. As the elevation angle of the SV decreases,
the obliquity factor increases due to the fact that signals at
low elevation angles propagate longer in the ionosphere and
troposphere. Differential GNSS exploits the fact that MEO
SVs have almost the same elevation angles for a baseline
of tens of kilometers, which means that the ionospheric
and tropospheric delays cancel out almost completely when
forming the differential GNSS measurements. However,
LEO SVs are much closer to Earth than MEO SVs, more
than 36 times closer in the case of Starlink, which means that
the equal elevation angle approximation for typical GNSS
baselines does not hold anymore. The residual errors due to
atmospheric effects are subsequently studied as a function
of the elevation angle and the baseline for LEO SVs.

The ionospheric and tropospheric delays in the carrier
phase measurement from the lth LEO SV in the ith receiver
can be estimated as

δ̂t (i)
iono,l = zδ̂t (i)

iono fiono

(
θ

(i)
l

)
(28)

δ̂t (i)
trop,l = z,wδ̂t (i)

trop ftrop,w

(
θ

(i)
l

)
+ z,dδ̂t (i)

trop ftrop,d

(
θ

(i)
l

)
(29)

where zδ̂t (i)
iono, z,wδ̂t (i)

trop, and z,dδ̂t (i)
trop are the ionospheric,

tropospheric wet, and tropospheric dry delays for the ith
receiver at zenith, respectively, and fiono(θ (i)

l ), ftrop,w(θ (i)
l ),

and ftrop,d(θ (i)
l ) are the ionospheric, tropospheric wet, and

tropospheric dry obliquity factors, respectively.

Fig. 5. Base-rover-LEO SV geometry when �θl is maximized, i.e., the
2–D position of the LEO SV is collinear with the base and rover

positions.

Assuming that zδ̂t (R)
iono = zδ̂t (B)

iono and using a first-order
Taylor series expansion of fiono(θ (R)

l ) around θ (B)
l , the resid-

ual in the single difference CD-LEO measurement due to
ionospheric delays can be approximated as

δ̂t (R,B)
iono,l � δ̂t (R)

iono,l − δ̂t (B)
iono,l

≈ zδ̂t (B)
iono · d

dθ
fiono (θ )

∣∣∣∣
θ

(B)
l

�θl (30)

where �θl � θ
(R)
l − θ

(B)
l . Fig. 5 illustrates the geometry

between the LEO SV and the base and rover receivers when
the 2-D position of the LEO SV is collinear with the base
and rover positions. It can be shown that |�θl | is maximized
in such configurations. Using the law of sines and assuming
that d (R)

l = d (B)
l , one can show that

|�θl | ≤ |�θl |max (31)

where |�θl |max is a function of the baseline and elevation
angle at the base receiver given by

|�θl |max�

∣∣∣∣∣∣∣∣
sin−1

⎡
⎢⎢⎣ sin θ (B)

l �rb

RE
(√
α2−cos2 θ

(B)
l −sin θ (B)

l

)
⎤
⎥⎥⎦

∣∣∣∣∣∣∣∣
.

(32)
Combining (30) and (31) yields the following bound:
∣∣∣δ̂t (R,B)

iono,l

∣∣∣ ≤
∣∣∣∣∣zδ̂t (B)

iono · d
dθ

fiono (θ )
∣∣∣∣
θ

(B)
l

∣∣∣∣∣ · |�θl |max. (33)

A similar bound is obtained for residuals due to tropo-
spheric delays as
∣∣∣δ̂t (R,B)

trop,l

∣∣∣ ≤
∣∣∣∣∣z,wδ̂t (B)

trop · d
dθ

ftrop,w (θ )
∣∣∣∣
θ

(B)
l

+z,dδ̂t (B)
trop · d

dθ
ftrop,d (θ )

∣∣∣∣
θ

(B)
l

∣∣∣∣∣ · |�θl |max. (34)

Equations (33) and (34) indicate that the magnitude of
ionospheric and tropospheric delay residuals will be upper
bounded by terms proportional to |�θl |max, which is the
maximum difference between the elevation angles of the lth
SV with respect to the base and rover, respectively. Fig. 6
shows |�θl |max as a function of θ (B)

l for different baseline
values. As expected from (32), |�θl |max is maximized when
the SV is at zenith. Moreover, Fig. 6 suggests that the
small angle approximation holds with respect to the baseline

2954 IEEE TRANSACTIONS ON AEROSPACE AND ELECTRONIC SYSTEMS VOL. 59, NO. 3 JUNE 2023

Authorized licensed use limited to: The Ohio State University. Downloaded on October 13,2023 at 15:28:54 UTC from IEEE Xplore.  Restrictions apply. 



Fig. 6. Plot of |�θl |max as a function of θ (B)
l for different baseline

values.

�rb. As such, one can approximate the upper bound on
the magnitude of the ionospheric and tropospheric delay
residuals to be proportional to the baseline.

IV. JOINT DISTRIBUTION OF MEGACONSTELLATION
LEO SVS’ AZIMUTH AND ELEVATION ANGLES

The joint pdf of megaconstellation LEO SVs’ azimuth
and elevation angles offers an efficient way to characterize
the performance of the CD-LEO framework as well as to
enable performance-driven design of the CD-LEO frame-
work, such as the differential baseline selection. To this end,
the LEO SV orbits are defined, such as in Section III-A.
Moreover, it as assumed that the probability p j of the lth
LEO SV belonging to constellation j is given by

pj�Pr
[
SVl ∈ const j

]= Lj
L
, j=1, . . . , J, l=1, . . . , L.

(35)
The following analysis holds for both receivers; hence, the
superscripts j, B, and R will be dropped for simplicity of
notation.

A. Satellite Elevation and Azimuth Distribution Model

Let λl and ϕl denote the lth LEO SV’s longitude and
latitude, respectively. Recall that the Earth is assumed to
be spherical and the SV orbits are assumed to be circular.
Moreover, it is assumed that the right ascension of the
ascending node (RAAN) is uniformly distributed over 2π .
As such, it can be shown that the pdfs of λl and ϕl are given
by [63]

f�(λl ) =
{

1
2π , 0 ≤ λl < 2π
0, elsewhere

(36)

f� (ϕl ) =
{ cosϕl
π
√

sin2 i−sin2 ϕl
, |ϕl | < i

0, elsewhere
(37)

with the joint pdf given by

f�,� (λl , ϕl ) = f�(λl ) f� (ϕl ). (38)

The histogram obtained from the Starlink constellation and
the analytical pdfs for i = 53◦ are shown in Fig. 7.

The joint pdf of φl and θl for an SV in constellation j,
parameterized by the receiver’s longitudeλ0 and latitudeϕ0,
the normalized orbital radius α j , inclination angle i j , and
elevation mask θmin, was derived in [63] and is denoted by

Fig. 7. Histogram and analytical pdfs of λl and ϕl for i = 53◦.

l f θmin
�,�(φl , θl;α j, i j, λ0, ϕ0). This pdf can be obtained from
f�,� (λl , ϕl ) through coordinate transformation. To this end,
the mapping from the pair (φl , θl ) to (λl , ϕl ) must be estab-
lished. The result is captured in the following lemma. Note
that the subscript jwill be omitted for simplicity of notation.

LEMMA IV.1 Given a spherical Earth, an SV orbit charac-
terized by il andαl , and a receiver’s longitudeλ0 and latitude
ϕ0, the inverse mapping from (φl , θl ) to (λl , ϕl ) is given by

y(φl , θl ) �
[
λl
ϕl

]
=
[

tan−1
[
a02(φl ,θl )
a01(φl ,θl )

]
sin−1[a03(φl , θl )

]
]

(39)

where

a01(φl , θl ) � sin
[
γ (θl )

]
f01 (φl , θl ) + 1

α
cosϕ0 cos λ0

a02(φl , θl ) � sin
[
γ (θl )

]
f02 (φl , θl ) + 1

α
cosϕ0 sin λ0

a03(φl , θl ) � sin
[
γ (θl )

]
f03 (φl , θl ) + 1

α
sin ϕ0,

f01 (φ, θ ) � cosϕ0 cos λ0 tan θ − sin λ0 sin φ
− sin ϕ0 cos λ0 cosφ

f02 (φ, θ ) � cosϕ0 sin λ0 tan θ + cos λ0 sin φ
− sin ϕ0 sin λ0 cosφ

f03 (φ, θ ) � sin ϕ0 tan θ + cosϕ0 cosφ.

PROOF See Appendix A. �
Finally, f�,�(φl , θl ) is given by

f�,�(φl , θl )

=
⎧⎨
⎩

|det[Jy (φl ,θl )]|√1−a2
03(φl ,θl )

2π2
√

sin2 i−a2
03(φl ,θl )

, |a03(φl , θl )| < sin i

0, elsewhere
(40)

where Jy(φl , θl ) �
[ ∂λl
∂φl

∂λl
∂θl

∂ϕl
∂φl

∂ϕl
∂θl

]
. The expression of Jy(φl , θl )

and its determinant are given in Appendix B.

B. Azimuth and Elevation Joint Distribution for a Set
Elevation Mask

Since the visible SVs have nonnegative elevation angles,
one is interested to know the pdf for θl ≥ 0. In practice, a
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Fig. 8. Joint (φl , θl ) pdfs calculated from (a) a histogram of azimuth
and elevation angles of the SVs from the proposed Starlink LEO

constellation and (b) from the analytical solution in (43). Note that the
different orbital shells can be seen in the pdfs, especially in the analytical

one in (b). The receiver is located at ϕ0 = 33.642673◦,
λ0 = −117.838747◦, and zero altitude. .

positive elevation mask θmin is set. The pdf for θl ≥ θmin is
hence given by

f θmin
�,�(φl , θl )

=
⎧⎨
⎩

|det[Jy (φl ,θl )]|√1−a2
03(φl ,θl )

Cl,θmin

√
sin2 i−a2

03(φl ,θl )
, (φl , θl ) ∈ Dl,θmin

0, elsewhere
(41)

where the domain Dl,θmin is defined as

Dl,θmin = [(φl , θl ) |(|a03(φl , θl )| < sin i) ∩ (θl ≥ θmin)
]

and the normalization constant Cl,θmin is given by

Cl,θmin = 2π2
∫ ∫

Dl,θmin

f�,�(φl , θl )dφl dθl .

Note that one can find the average number of visible satel-
lites L̄ according to

L̄ = L × Pr [θl ≥ θmin] = L
Cl,θmin

2π2 (42)

where L is the total number of SVs in the constellation.

C. Multiconstellation Azimuth and Elevation Joint Distri-
bution

Recall that the pdf in (41) is constellation-specific, i.e.,
it is parameterized by one inclination angle i = i j and one
normalized orbital radius α = α j . For the case of multicon-
stellations, as is the case for LEO megaconstellation, the
joint pdf for all constellations, each of which defined by is
given by

all f θmin
�,�(φl , θl ) =

J∑
j=1

p j jf θmin
�,�(φl , θl ) (43)

where j f θmin
�,�(φl , θl ) is the pdf of the jth constellation ob-

tained according to (41). Fig. 8 shows the joint pdf of
(φl , θl ) estimated from a histogram of azimuth and elevation
angles of the proposed Starlink constellation as well as
the analytical pdf calculated in (43). The receiver loca-
tion was set in Irvine, CA, USA, with ϕ0 = 33.642673◦,
λ0 = −117.838747◦, zero altitude. It can be seen that the
two pdfs match closely.

V. PERFORMANCE CHARACTERIZATION AND
PERFORMANCE-DRIVEN CD-LEO FRAMEWORK
DESIGN

This section studies leverages the models developed
in Section III and Section IV to develop a performance
characterization methodology that can inform the design of
CD-LEO frameworks, namely, in baseline selection. First,
the cdf and statistics of the PDOP are evaluated, followed by
the statistics and cdfs of the CD-LEO measurement residual
errors due to ephemeris errors and atmospheric effects. Note
that the following analysis is concerned with the single-
epoch position estimation performance after the integer
ambiguities have been resolved, i.e., for the PS-WNLS. The
performance characterization is conducted using a Monte
Carlo approach: several realizations of the elevation and
azimuth angles are obtained from the joint pdf derived in
Section IV and the cdf or statistics of the performance metric
are computed numerically. To do so, the average number of
visible satellites L̄ is determined according to (42) and the
elevation mask. Then, L̄ realizations of joint azimuth and
elevation angles are determined by sampling the joint PDF
given in (43). The PDF is sampled using a standard rejection
sampling method [79]. Then, the variable of interest is
calculated as a function of the azimuth and elevation angle
in realization. Finally, the cdf of the variable of interest
is computed from all the Monte Carlo realizations. It is
important to note that the same methodology can be used
to characterize performance in different environments, such
as multipath errors or SV visibility in deep urban canyons.

A. PDOP Statistics Characterization

One important measure of the estimability (i.e., degree
of observability) of the receiver’s position is the PDOP.
Assuming equal measurement noise variances, the PDOP
in the CD-LEO framework is given by PDOP = √

trace[P],
where P is the PDOP matrix given by

P = 2
[
GTTT (TTT)−1 TG

]−1
. (44)

Another metric of interest is the horizontal dilution of pre-
cision (HDOP), which gives a measure of the estimability
of the horizontal components of the position vector. This
metric is appropriate to study in the case where the rover
is equipped with an altimeter and is using LEO signals
mainly to estimate its horizontal position. Otherwise, the
vertical dilution of precision (VDOP) becomes an impor-
tant metric to study as well. The HDOP is calculated ac-
cording to HDOP = √

trace[P2×2], where P2×2 indicates
the 2 × 2 block of the PDOP matrix corresponding to the
horizontal position coordinates, and the VDOP is given by
VDOP = √

P3×3, where P3×3 is the third diagonal element
of P, corresponding to the vertical position coordinate.
The PDOP, HDOP, and VDOP cdfs are characterized nu-
merically using the pdfs of the SV azimuth and elevation
angles derived in Section IV for the Starlink constellation
with the parameters in Table I. The cdfs, shown in Fig. 9
are computed for a receiver in Irvine, CA, USA, with
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Fig. 9. Cdf of the PDOP, HDOP, and VDOP in the CD-LEO framework
for the Starlink constellation for a receiver located at ϕ0 = 33.642673◦,
λ0 = −117.838747◦, and zero altitude. The dashed arrows indicate the
direction of the curves when θmin increases. The cdfs were computed

from 105 PDOP, HDOP, and VDOP realizations.

ϕ0 = 33.642673◦, λ0 = −117.838747◦, zero altitude, and
for four elevation angle masks: 5◦, 15◦, 25◦, and 35◦. While
5◦ might be unrealistically low for LEO SVs, it is included in
the analysis to study a wider range of the DOP values. Fig. 9
shows that the PDOP is mostly less than 2 for elevation angle
masks of 25◦ or below, and above 2 almost all the time for
elevation angle masks of 35◦. This is mainly due to the fact
that the vertical component becomes poorly observable for
such elevation angle masks. This is validated in the HDOP
cdf, which shows that the HDOP is almost always below
unity for elevation masks of 35◦ or below. In fact, the HDOP
is mostly below 0.6 for elevation angles of 25◦, showing that
highly accurate horizontal positioning may be achieved.

Moreover, heat maps showing the average PDOP,
HDOP, and VDOP were computed in Fig. 10. The figure
shows that the average DOP is less than 1.5 for all latitudes
between −60◦ and 60◦. Note that only the aforementioned
range of latitudes is considered as 1) this is the region of
interest and 2) the elevation angles become very low and
the SVs are obstructed at the poles as the orbits have a 55 ◦

inclination yielding very large DOP values.

B. Measurement Error Statistics Characterization

1) Ephemeris Errors: The cdf of |r̃leol
(R,B)| can be

characterized from (26) and the joint distribution of the LEO
SVs’ azimuth and elevation angles derived in Section IV. To
this end, the cdf of g(θ, α) is calculated for the Starlink LEO
constellation using the parameters in Table I. The receiver
was assumed to be on the University of California, Irvine
(UCI) campus. The cdf was computed for three elevation
masks: θmin = 5◦, θmin = 25◦, and θmin = 35◦. The cdf of
g(θ, α) is shown in Fig. 11(a), and the expected value of
g(θ, α), denoted by E[g(θ, α)], is shown in Fig. 11(b) as a
function of θmin.

Next, to characterize the effect of ephemeris errors
on CD-LEO measurements, the measurement errors are
computed for a given distribution of the SV position error.
The distribution of the SV position error was obtained
from published root mean-squared error (RMSE) data by
Celestrack for current Starlink SVs, which represent the
SV position RMSE at the TLE epoch. A histogram of the
SV position RMSE as well as a pdf fit are shown in Fig. 12.
It was found that the Burr distribution best fit the RMSE
data. It is assumed that the SV position error is independent

Fig. 10. Heat maps of the average PDOP, HDOP, and VDOP for the
CD-LEO navigation framework. The heat maps were computed from 103

PDOP, HDOP, and VDOP realizations for an elevation mask of 25◦.

Fig. 11. (a) Cdf of g(θ, α) for θmin = 5◦, θmin = 25◦, and θmin = 35◦.
(b) Expected value of g(θ, α) as a function of θmin.

Fig. 12. Histogram of Starlink LEO SV position RMSE as obtained
from Celestrack along with a pdf fit. It was found that the Burr

distribution best fit the empirical data.
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Fig. 13. Cdf of the CD-LEO measurement error due to SV position
errors. The dashed arrows indicate the direction of the curves when the

baseline increases. The cdf was computed from 105 residual realizations.

Fig. 14. Heat map of the average measurement error magnitude in
CD-LEO measurements due to SV position error for a 5-km baseline.

The heat map was computed from 104 residual realizations.

of the SV azimuth and elevation angles; hence, it is sampled
independently from the Burr distribution fit.

Fig. 13 shows the cdf of the measurement errors for
θmin = 25◦ and for different values of the baseline. The
SV position errors were drawn from the Burr distribution
described above. The receiver was assumed to be on the UCI
campus. The black arrow indicates the direction in which the
baseline increases. It can be seen from Fig. 13 that the 95th
percentile for a 10-km baseline is 3.8 m, which indicates
that the measurement error 95th percentile is lower than
3.8 m for all baselines less than 10 km.

A heat map of the average measurement error magnitude
is then computed for a baseline of 5 km and shown in Fig. 14.
The heat map shows that the average measurement error in
the CD-LEO measurements due to SV position error is less
than 2 m almost anywhere between −60◦ and 60◦ latitudes.

2) Atmospheric Effects: Since the zδ̂t (i)
iono,l ,

z,wδ̂t (i)
iono,l ,

and z,dδ̂t (i)
trop,l are also functions of several unknown parame-

ters, such as carrier frequency, TECV, atmospheric pressure,
temperature, etc., the effect of ionospheric and tropospheric
delays on CD-LEO measurements will be characterized
through the mapping functions derived from (33) and (34)
as

f̄iono(θ ) �
∣∣∣∣ ddθ fiono(θ )�θmax

∣∣∣∣ (45)

f̄trop,w(θ ) �
∣∣∣∣ ddθ ftrop,w(θ )�θmax

∣∣∣∣ (46)

f̄trop,d(θ ) �
∣∣∣∣ ddθ ftrop,d(θ )�θmax

∣∣∣∣ . (47)

Fig. 15. Cdf of the ionospheric and tropospheric delay mapping
functions in (45)–(47) for θmin = 25◦. The dashed arrows indicate the

direction of the curves when the baseline increases. The cdf was
computed from 105 realizations.

Fig. 16. Cdf of the error in the CD-LEO measurements due to the
ionospheric delays for θmin = 25◦ and ionospheric delay of 10 m at

zenith. The cdf was computed from 105 residual realizations.

The cdf of f̄iono(θ ), f̄trop,w(θ ), and f̄trop,d(θ ) are shown in
Fig. 15. The cdf of the measurement errors can be computed
knowing the ionospheric and wet and dry tropospheric
delays by simply multiplying them by the corresponding
mapping functions in (45)–(47). For example, Fig. 16 shows
the cdf of the CD-LEO measurement error due to iono-
spheric delays for an ionospheric delay of 10 m at zenith.

Heat maps of the average ionospheric and tropospheric
delay mapping functions are then computed for a baseline
of 5 km and shown in Fig. 17. The heat maps show that the
average error magnitude in the CD-LEO measurements due
to ionospheric delays is less than 4 mm per meters of zenith
ionospheric delay almost anywhere between −60◦ and 60◦

latitudes.

REMARK 2 It is important to note that the goal of the article
is to develop a methodology for characterizing the perfor-
mance of a CD-LEO system and designing key system pa-
rameters. The Starlink constellation is taken as an example
and several values for the baselines were considered for
illustrative purposes. Other values of the baseline can be
evaluated as well. Designing the CD-LEO baseline is a
function of available resources and desired performance.
Such a study is beyond the scope of this article and is left
as future work.
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Fig. 17. Heat map of the average ionospheric and tropospheric delay
mapping functions for a 5 km baseline. The heat map was computed

from 104 residual realizations.

VI. SIMULATION RESULTS

This section details simulation results of a fixed-wing
UAV navigating with signals from the proposed Starlink
LEO SV megaconstellation under the double difference
CD-LEO framework discussed in Section II. The UAV,
representing the rover, flew a total trajectory of 15.1 km
in 300 s over Irvine, CA. The simulated UAV compares in
performance to a small private plane with a cruise speed of
roughly 50 m/s. The trajectory of the UAV, shown in white
in Fig. 18(c) consisted of a straight segment, followed by a
figure-eight pattern over Irvine, CA, USA, and then a final
straight segment. The UAV flew at a constant altitude of
2.5 km, while executing the rolling and yawing maneuvers.
A stationary base, shown in Fig. 18(b), was located on
top of the Engineering Gateway at the UCI campus. The
distance between the base and the UAV throughout the
UAV’s trajectory ranged between a maximum of 3.826 km
to a minimum of 2.489 km. The elevation angle mask was
set to 15◦ in both receivers. The UAV and base station
both received signals from 44 simulated LEO SVs, whose
trajectories are depicted in blue in Fig. 18(a). To simulate
ephemeris errors, the true anomaly of each satellite was
randomly shifted such that the satellite position errors were
distributed between 75 m and 3.5 km. It was assumed that
the UAV had access to GNSS for the first 50 s, during which

Fig. 18. Simulation results showing a fixed-wing UAV navigating using
the proposed CD-LEO framework. (a) Starlink LEO SVs’ trajectories
(elevation mask set at 15◦). (b) Base receiver location. (c) True and
estimated UAV trajectories. (d)–(e) Close-up of the UAV trajectory

showing precise navigation with the CD-LEO framework and a
maximum 2–D position error of 73.6 cm.

the B-WNLS is solved. After 50 s, the UAV solves for its
3-D position using CD-LEO measurements and the integer
ambiguities estimates obtained by solving the B-WNLS.
The total 3-D and 2-D position RMSE were 2.2 m and
32.4 cm, respectively, while the maximum 2-D position
error was 73.6 cm. Given that the baseline ranges from
2.5 to 3.8 km, the cdf of the measurement errors will be
between the red and yellow curves in Fig. 9. As such,
measurement errors on the order of 1 m are expected due
to ephemeris errors. Note that the signal wavelength was
assumed to be 3 cm (10 GHz). Therefore, the ephemeris
errors will dominate the measurement errors. Moreover,
similar to GNSS, the vertical uncertainty in the CD-LEO
framework is larger than the horizontal uncertainty due to
less geometric diversity in the vertical direction since the
VDOP will be high relative to the HDOP, as seen in Figs.
9 and 10. The simulation layout and the true and estimated
UAV trajectories are shown in Fig. 18.

VII. EXPERIMENTAL RESULTS

This section presents experimental results of a UAV
navigating with signals from Orbcomm LEO SVs via the
CD-LEO framework discussed in Section II. First, the ex-
perimental setup is discussed. Then, the navigation frame-
works implemented in the experiments and their associated
results are presented.
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Fig. 19. Base/rover experimental setup of the CD-LEO framework.

Fig. 20. (a) Sky plot of the geometry of the 2 Orbcomm SVs during the
experiment. (b) The measured Doppler frequencies using the proprietary

SDR and the expected Doppler calculated from the TLE for both
Orbcomm SVs.

A. Experimental Setup

To demonstrate the CD-LEO framework discussed in
Section II, the rover was a DJI Matrice 600 UAV equipped
with an Ettus E312 USRP, a high-end VHF antenna, and
a small consumer-grade GPS antenna to discipline the
on-board oscillator. The base was a stationary receiver
equipped with an Ettus E312 USRP, a custom-made VHF
antenna, and a small consumer-grade GPS antenna to disci-
pline the on-board oscillator. The receivers were tuned to a
137-MHz carrier frequency with 2.4-MHz sampling band-
width, which covers the 137–138-MHz band allocated to
Orbcomm SVs. Samples of the received signals were stored
for off-line postprocessing using the software-defined radio
(SDR) developed in [21]. The LEO carrier phase measure-
ments were produced at a rate of 4.8 kHz and were down-
sampled to 10 Hz. The the base’s position was surveyed
on Google Earth, and the UAV trajectory was taken from
its on-board navigation system, which uses GNSS (GPS
and GLONASS), an inertial measurement unit (IMU), and
other sensors. The hovering horizontal precision of the UAV
is reported to be 1.5 m by DJI. The experimental setup is
shown in Fig. 19. The UAV traversed a total trajectory of
2.28 km in 120 s.

Over the course of the experiment, the receivers on-
board the base and the UAV were listening to two Orbcomm
SVs, namely, FM 108 and FM 116. The SVs transmit a
telemetry message which includes system time, SV po-
sition, and SV velocity as estimated by their on-board
GPS receivers. These positions were decoded and used as
ground-truth. A position estimate of FM 108 and FM 116
was also obtained from TLE files and SGP4 software [80].
The satellites were simultaneously visible for 2 min. A
sky plot of the 2 Orbcomm SVs is shown in Fig. 20(a).
The Doppler frequency measured by the rover using the
SDR in [21] for the 2 Orbcomm SVs is shown along

Fig. 21. Total SV position error magnitude and along-track SV position
error magnitude for 2 Orbcomm LEO SVs, as well as the range residual

due to ephemeris errors as observed by a terrestrial LEO receiver. .

Fig. 22. (a) Trajectories of the 2 Orbcomm LEO SVs. (b)–(c) True and
estimated trajectories of the UAV. Map data: Google Earth.

the expected Doppler calculated from the TLE files in
Fig. 20(b). The SV position error and the range residuals
are shown in Fig. 21 for each SV. Fig. 22(a) shows the
SV trajectories. Note that the base and rover were closer
than 1 km over the experiment; hence, ionospheric and
tropospheric delay residuals were negligible. Since only
two satellites were visible at a time, which is typically the
case the Orbcomm constellation [53], the single difference
CD-LEO framework discussed in Section II is used to
estimate the 3–D position and velocity of the UAV from
single difference CD-LEO measurements along with alti-
tude measurements, taken from the UAV’s on-board naviga-
tion solution. To demonstrate the potential of the CD-LEO
navigation framework, two frameworks were implemented
for comparison: 1) the CD-LEO framework discussed in
Section II-D and 2) a nondifferential framework that em-
ploys carrier phase LEO measurements from the UAV’s
receiver only. The second framework is exactly equivalent
to the one proposed [81] except that carrier phase mea-
surements from LEO satellites are used instead of cellular
transmitters. The results of each framework are presented
next.
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Fig. 23. EKF position estimation error and ±3σ bounds for the
CD-LEO framework. The estimates and sigma bounds for the case where
SV positions are obtained from GPS and the ones for the case where the
SV positions are obtained from TLE files are almost identical. The top

legend corresponds to the position errors and the bottom legend
corresponds to the clock bias estimate.

B. CD-LEO Framework Experimental Results

Single difference measurements provide more infor-
mation on the SV-to-receiver geometry than double dif-
ference measurements since the differencing matrix T is
not applied [82]. This comes at the cost of an additional
state to be estimated: the common clock bias δt (R,B)

r (k).
To this end, the UAV’s position and velocity states were
estimated along with the common clock bias δt (R,B)

r (k) and
the constant ambiguity N (R,B)

2 . Note that N (R,B)
1 was lumped

into δt (R,B)
r (k). The UAV’s continuous-time acceleration

process noise spectra were set to q̃x = q̃y = 1 m2/s5 and
q̃z = 0.01 m2/s5 for the East, North, and up components,
respectively. The choice of these spectra follows from the
fact that the UAV is maneuvering in the horizontal direction
only. The position and velocity process noise covariance
can be readily obtained from these power spectra [76].
The UAV’s and base’s oscillator quality is assumed to be
that of a typical temperature-compensated crystal oscillator
(TCXO), from which the process noise covariance can
also be readily obtained according to [76]. A prior for the
UAV position and velocity was obtained from the UAV’s
on-board system. The prior was used to initialize the EKF.
After initialization, the EKF was using single-difference
Orbcomm LEO SV measurements to estimate the states
of the UAV. To study the effect of ephemeris errors on
the navigation solution, two EKFs were implemented: 1)
one that uses the Orbcomm LEO SV positions estimated
by the SVs’ on-board GPS receiver and 2) one that uses
the Orbcomm LEO SV positions estimated from TLE files.
The estimated trajectories are shown in Fig. 22(b) and (c).
The EKF position estimation errors are shown in Fig. 23
along with the 3σ bounds. Note that since the UAV mainly
travels in the North direction, the East direction becomes
poorly estimable; hence, the 3σ bounds in the East direction
increase at a higher rate than the 3σ bound in the North

TABLE II
Experimental Results: 3-D RMSEs and 3-D Final Errors

Fig. 24. EKF position estimation error and ±3σ bounds for
nondifferential LEO framework. The sigma bounds for the case where SV
positions are obtained from GPS and the ones for the case where the SV
positions are obtained from TLE files are almost identical. The top legend
corresponds to the position errors and the bottom legend corresponds to
the clock bias estimate. Also note that in the nondifferential framework,

two clock biases are estimated: one for each SV.

direction, as shown in Fig. 23. The common clock bias
estimate and the corresponding ±3σ bounds are also shown
in Fig 23. The 3-D position RMSEs and final errors for both
EKFs are shown in Table II.

C. Nondifferential LEO Framework Experimental Results

To demonstrate the importance of the CD-LEO frame-
work, a nondifferential LEO framework is implemented.
To this end, the UAV’s position and velocity are estimated
in an EKF using the nondifferential measurements in (1).
In this case, two clock biases must be estimated capturing
the difference between the receiver’s clock bias and each of
the Orbcomm LEO SVs’ bias. The same dynamics models
and initialization method employed in Section VII-B were
used in the nondifferential framework, except that the SV’s
oscillators was assumed to be that of typical oven-controlled
crystal oscillators (OCXO) [76]. Similarly to Section VII-B,
two EKFs were implemented: 1) one that uses the Orbcomm
LEO SV positions estimated by the SVs’ on-board GPS re-
ceiver and 2) one that uses the Orbcomm LEO SV positions
estimated from TLE files. The estimated trajectories are
shown in Fig. 22(b) and (c). The EKF position estimation
errors are shown in Fig. 24 along with the associated 3σ
bounds. The clock bias estimates associated with FM 108
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Fig. 25. Single difference residuals due to ephemeris errors for
Orbcomm LEO SVs FM 108 and FM 116.

and FM 116 and the corresponding ±3σ bounds are also
shown in Fig 24. The 3-D position RMSEs and final errors
for both EKFs are shown in Table II.

D. Discussion

Table II summarizes the experimental results for the
CD-LEO and nondifferential LEO frameworks. It can be
seen from Fig. 21 that the residuals in the nondifferential
carrier phase measurements are on the order of kilometers,
which explains the unacceptably large RMSEs of the non-
differential framework. While using the SV positions trans-
mitted by the Orbcomm SVs reduces the RMSEs, the errors
remain unacceptably large in the nondifferential framework
due to other unmodeled errors. Such errors cancel out in
the CD-LEO framework, yielding acceptable performance
whether SV positions from GPS or TLE are used. The
accuracy of these results is unprecedented, considering that
1) only 2 LEO SVs were used, 2) no other sensors were
fused into the navigation, and 3) these LEO SVs are not
intended for navigation and are exploited opportunistically.
The predicted single difference residual due to ephemeris
errors, {r̃R,B

leo,l}2
l=1 were calculated according to (19), and

are shown in Fig. 25. During the experiment, the baseline
varied between 20 and 200 m. According to Section II-A,
the function g(θ, α) averages to 1.346 for the Orbcomm
constellation, which has an inclination angle of 45◦ and
orbital altitude of 800 km and θmin = 5◦. From the SV
position errors in Fig. 21, the expected range of the residuals
is from 0.3 to 16 cm. It can be seen from Fig. 25 that the
magnitude of the single difference residual is on the order of
centimeters and matches the expected values, showing 1) the
robustness of the CD-LEO framework against ephemeris
errors and 2) the accuracy of the performance analysis
framework discussed in Section V. These small residuals
explain the small change in performance between using
TLE-derived SV positions and GPS-derived SV positions
in the differential framework.

REMARK 3 To see the effect of small initialization errors on
the CD-LEO framework performance, the EKF for the CD-
LEO framework with SV position obtained from TLE was
randomized over 100 Monte Carlo realizations. The initial
estimate was drawn from a Gaussian distribution centered
at the true UAV position with covariance 9 × I3×3 m2. The
histograms of the position RMSE and final error are shown
in Fig. 26 along with their means and standard deviations.

Fig. 26. Histogram of the position RMSE and final error obtained from
100 Monte Carlo realizations, where the initial position estimate of the
UAV is drawn from a Gaussian distribution centered at the true UAV

position with covariance 9 × I3×3m2.

The results show that the EKF is robust against small initial
errors.

REMARK 4 The CD-LEO frameworks were also imple-
mented without altimeter measurements. The 3-D position
RMSE and final position error when using SV position
estimates from GPS were calculated to be 15.1 and 15.0 m,
respectively. The 3-D position RMSE and final position
error when using SV position estimates from TLE were
calculated to be 14.3 and 8.4 m, respectively. Note that
the RMSE in the latter case improved slightly; however,
the final error degraded significantly. Nevertheless, the per-
formance obtained with only CD-LEO measurements is
comparable with that of CD-LEO and altimeter.

REMARK 5 In order to test the double difference framework,
the CD-LEO framework was also implemented with the
UAV acting as the base and the stationary receiver acting as
a stationary rover. The 2-D position error of the stationary
rover after the B-WNLS was calculated to be 10.9 m when
using SV position estimates from TLE, and 8.2 m when
using SV position estimates from GPS. The HDOP was
found to be 29.2. Assuming a precision of λ/2 in the
CD-LEO measurements, it is found that the position errors
obtained in this experiment are well below the 1σ bound.

VIII. CONCLUSION

This article proposes a differential framework for oppor-
tunistic navigation with carrier phase measurements from
megaconstellation LEO satellites. Models of the measure-
ment errors due to ephemeris errors and ionospheric and
tropospheric delays were derived as a function of the SV
elevation angle. Moreover, the joint pdf of the megacon-
stellation LEO satellites’ azimuth and elevation angle was
characterized. A performance characterization of the pro-
posed CD-LEO framework was conducted using derived
joint azimuth and elevation angle pdf, showing the potential
of LEO satellite signals for precise navigation. The perfor-
mance characterization conducted in this article also facili-
tates system parameter design to meet desired performance
requirements. Simulation and experimental results are pre-
sented showing a UAV localizing itself with LEO satellite
signals using carrier phase differential measurements to
an unprecedented level of accuracy. The simulation results
show a UAV navigating for 15.1 km in 300 s, while using

2962 IEEE TRANSACTIONS ON AEROSPACE AND ELECTRONIC SYSTEMS VOL. 59, NO. 3 JUNE 2023

Authorized licensed use limited to: The Ohio State University. Downloaded on October 13,2023 at 15:28:54 UTC from IEEE Xplore.  Restrictions apply. 



signals from 44 Starlink LEO satellites, achieving a 3-D
position RMSE of 2.2 m and a 2-D RMSE of 32.4 cm. The
experimental results show a UAV navigating for 2.28 km
in 2 min over Aliso Viejo, CA, USA, using exclusively
signals from only two Orbcomm LEO satellites, achieving a
position RMSE of 14.8 m. Additional experiments could be
conducted to characterize the CD-LEO performance with
varying baselines in future work.
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APPENDIX A
PROOF OF LEMMA IV.1

This appendix proves the inverse mapping from (φl , θl )
to (λl , ϕl ) is given in Lemma IV.1.

PROOF For a spherical Earth, the lth satellite position in
Earth-centered Earth-fixed (ECEF) may be expressed as

r̄leo,L = αlRE [cosϕl cos λl , cosϕl sin λl , sin ϕl ]T .

Subsequently, given r̄leo,L, the longitude and latitude λl and
ϕl , respectively, may be obtained according to

λl = tan−1
[
eT

2 r̄leo,L

eT
1 r̄leo,L

]
, ϕl = sin−1

[
eT

3 r̄leo,L∥∥r̄leo,L
∥∥

2

]
. (48)

The SV position in ENU can also be expressed as

rleo,l � dl
[
cos θl sin φl , cos θl cosφl , sin θl

]T
. (49)

Using coordinate frame transformation, the SV position
in ECEF can be obtained from rleo through

r̄leol = RT (ϕ0, λ0) rleo,l + r̄r (50)

where r̄r = RE [cosϕ0 cos λ0, cosϕ0 sin λ0, sin ϕ0]T is the
receiver’s position in ECEF and R(ϕ0, λ0) is the ECEF to
ENU rotation matrix with

R (ϕ0, λ0) �

⎡
⎣ − sin λ0 cos λ0 0

− sin ϕ0 cos λ0 − sin ϕ0 sin λ0 cosϕ0
cosϕ0 cos λ0 cosϕ0 sin λ0 sin ϕ0

⎤
⎦ .

Equation (39) is readily obtained by combining
(48)–(50). �

APPENDIX B
DERIVATION OF THE JACOBIAN IN (40)

In the following, the subscripts j and l are omitted for
compactness of notation.

Define gγ (θ )�
∂ sin

[
γ (θ )

]
∂θ

=
⎡
⎣ sin θ

α

√
1−cos2 θ

α2

−1

⎤
⎦cos

[
γ (θ )

]

gφ01(φ, θ ) � ∂ f01(φ, θ )
∂φ

=sinλ0sinφ−sinϕ0cosλ0cosφ

gθ01(φ, θ ) � ∂ f01(φ, θ )
∂θ

= cosϕ0 cos λ0

cos2 θ

gφ02(φ, θ ) � ∂ f02(φ, θ )
∂φ

=−cosλ0sinφ−sinϕ0sinλ0cosφ

gθ02(φ, θ ) � ∂ f02(φ, θ )
∂θ

= cosϕ0 sin λ0

cos2 θ

gφ03(φ, θ ) � ∂ f03(φ, θ )
∂φ

= cosϕ0 cosφ

gθ03(φ, θ ) � ∂ f03(φ, θ )
∂θ

= sin ϕ0

cos2 θ

bφ01(φ, θ ) � ∂a01(φ, θ )
∂φ

= sin
[
γ (θ )

]
gφ01(φ, θ )

bθ01(φ, θ ) � ∂a01(φ, θ )
∂θ

= gγ (θ ) f01(φ, θ ) + sin
[
γ (θ )

]
gθ01(φ, θ )

bφ02(φ, θ ) � ∂a02(φ, θ )
∂φ

= sin
[
γ (θ )

]
gφ02(φ, θ )

bθ02(φ, θ ) � ∂a02(φ, θ )
∂θ

= gγ (θ ) f02(φ, θ ) + sin
[
γ (θ )

]
gθ02(φ, θ )

bφ03(φ, θ ) � ∂a03(φ, θ )
∂φ

= sin
[
γ (θ )

]
gφ03(φ, θ )

bθ03(φ, θ ) � ∂a03(φ, θ )
∂θ

= gγ (θ ) f03(φ, θ ) + sin
[
γ (θ )

]
gθ03(φ, θ ).

Since by definition ‖rleo,l‖2 = αRE , then the following
holds:

a2
01(φ, θ ) + a2

02(φ, θ ) + a2
03(φ, θ ) = 1. (51)

Subsequently, the elements of the Jacobian matrix Jy(φ, θ )
are given by

∂λ

∂φ
� bφ02(φ, θ )a01(φ, θ ) − bφ01(φ, θ )a02(φ, θ )

a2
01(φ, θ ) + a2

02(φ, θ )
∂λ

∂θ
� bθ02(φ, θ )a01(φ, θ ) − bθ01(φ, θ )a02(φ, θ )

a2
01(φ, θ ) + a2

02(φ, θ )

∂ϕ

∂φ
� bφ03(φ, θ )√

a2
01(φ, θ ) + a2

02(φ, θ )
∂ϕ

∂θ
� bθ03(φ, θ )√

a2
01(φ, θ ) + a2

02(φ, θ )

and the determinant of Jy(φ, θ ) is given by

∣∣Jy(φ, θ )
∣∣ = a01

(
bφ02bθ03−bθ02b

φ
03

)
−a02

(
bφ01bθ03−bθ01b

φ
03

)
(
a2

01 + a2
02
) 3

2
.

(52)
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Abstract—A blind Doppler spectral approach is proposed for
exploiting unknown Starlink low Earth orbit (LEO) satellite
signals for positioning. First, an analytical derivation of the
received signal frequency spectrum is presented, which accounts
for the highly dynamic channel between the LEO satellite and a
ground-based receiver. Second, a frequency domain-based blind
Doppler discriminator is proposed. Third, a Kalman filter (KF)-
based Doppler tracking algorithm is developed. Finally, exper-
imental results are presented of a stationary receiver tracking
the Doppler, in a blind fashion, of six Starlink LEO satellites
over a period of about 800 seconds with Hz-level accuracy. The
Doppler measurements were fused through a nonlinear least-
squares estimator to localize the receiver to an unprecedented
level of accuracy. Starting with an initial estimate 200 km
away, the proposed approach achieved a final horizontal two-
dimensional (2D) position error of 4.3 m.

Index Terms—Positioning, navigation, signals of opportunity,
blind Doppler tracking, low Earth orbit satellite.

I. INTRODUCTION

Global navigation satellite systems (GNSS) are at the core
of modern navigation systems. GNSS receivers are routinely
used to navigate today’s ground and aerial vehicles and
are embedded into mass marketed consumer devices (smart
phones, watches, notepads, etc.) [1]. However, GNSS signals
are prone to multipath and interference [2]. There has been a
considerable effort recently to exploit ambient radio frequency
(RF) signals of opportunity as complement or alternative to
GNSS signals. These signals range from terrestrial sources
(e.g., cellular [3], [4] and digital television [5], [6]) to ex-
traterrestrial sources (e.g., low Earth orbit (LEO) [7], [8] and
geostationary Earth orbit (GEO) [9] satellites).

The past few years ushered the new era of LEO megacon-
stellations, where thousands of LEO space vehicles (SVs) have
been launched and tens of thousands scheduled for launch
[10]. Using broadband LEO SV signals for navigation offers
several desirable attributes [11], [12]: (i) higher received signal
power compared to GNSS SVs that reside in medium Earth
orbit (MEO), (ii) high availability and favorable geometry, and
(iii) spectral diversity in the RF spectrum. However, using
broadband LEO SV signals for navigation purposes comes
with challenges [13], [14], as they are owned by private
operators that typically do not disclose crucial information
about the SVs’: (i) ephemerides, (ii) clock synchronization
and stability, and (iii) signal specifications.

To address the first challenge, several approaches have been
recently proposed, including differential navigation utilizing
a known base receiver [15], [16], simultaneous tracking and

navigation (STAN) [17], and analytical/machine-learning SV
orbit tracking [18], [19]. Approaches to address the second
challenge have been offered in [20], [21]. To address the third
challenge, the paradigm of cognitive opportunistic navigation,
which estimates the minimally known LEO SV signals in a
blind fashion has been showing tremendous promise [22], [23].
Most recently, this paradigm allowed for the exploitation of
unknown Starlink LEO SVs, from which navigation observ-
ables were produced via (i) a carrier phase tracking approach
[24] and (ii) a generalized likelihood ratio (GLR) Doppler
detection approach [25], with the former localizing a receiver
to within a two-dimensional (2D) error of 25.9 m, while the
latter achieving a 2D error of 10 m.

This paper proposes a novel blind Doppler spectral approach
to address the first challenge without the need to know the
LEO SVs’ donwlink signal specification. While the method
is generalizable to any LEO constellation, Starlink SVs are
chosen to demonstrate the proposed method’s efficacy. Previ-
ous literature has proposed methods for Doppler tracking with
M -ary phase shift keying (M -PSK) and orthogonal frequency
division multiplexing (OFDM) signals [26]–[30]. The afore-
mentioned approaches aim to generate a peak in the frequency-
domain by either relying on nonlinear operations (for M -PSK
signals) or increasing the coherent processing interval (CPI)
(for OFDM signals). After generating the peak, the methods
track it using a peak tracking algorithm to estimate the Doppler
shift. However, using nonlinear operations could degrade the
signal-to-noise ratio (SNR), while increasing the CPI is not
straightforward with the highly dynamic channels encountered
with LEO SVs. Also, peak tracking is prone to generate invalid
observables and even divergence whenever the spectrum is
contaminated by noisy DC peaks.

This paper proposes a novel approach to mitigate the above
challenges and offers the following contributions: (i) derive
an analytical approximation of the received signal frequency
spectrum for highly dynamic channels and (ii) develop a
blind Doppler spectral estimator via frequency-domain cross-
correlation and a Kalman filter (KF)-based tracking loop. The
proposed approach relies on the presence of a repetitive
sequence in the LEO SV’s downlink, to which the blind
spectral Doppler tracker locks and cross-correlation is used
to track the Doppler shift. While spectral cross-correlation
has been studied in the literature [31] and used for noise
reduction in speech [32] and detection of stars and planets
[33], to the author’s knowledge, this approach is newly applied



to tracking the Doppler of LEO SVs. Experimental results
with six Starlink SVs are presented showing the superiority of
the proposed approach over state-of-the-art blind positioning
methods. The proposed approach yielded an unprecedented
Hz-level Doppler tracking accuracy and 2D positioning error
of 4.3 m, which is 57% lower than the most accurate results
with Starlink reported in the literature to-date.

This paper is organized as follows. Section II derives the
signal model. Section III introduces the blind Doppler discrim-
inator and tracking approach. Section IV presents experimental
results. Section V gives concluding remarks.

II. SIGNAL MODEL

This section presents a model of the received signal, which
takes into account the high dynamics channel between the
LEO SV and ground-based receiver. Then, it derives an
analytical expression of the signal’s frequency spectrum.

A. Received Baseband Signal Model

Let x(t) be the unknown LEO SV signal, expressed at base-
band. The proposed framework does not assume any particular
modulation or multiplexing scheme. The only assumption is
that x(t) can be written as x(t) = s(t) + nd(t), where s(t) is
a deterministic repetitive signal and nd(t) is a random signal
driven by the user data. Examples of repetitive sequences are
the pseudorandom noise (PRN) used in GPS [34], Globalstar
LEO SVs [35], and CDMA2000 [36] and the primary and
secondary synchronization sequences (PSS and SSS) used in
4G long-term evolution (LTE) [37] and 5G [38]. The proposed
framework assumes the following properties of s(t):

1) It is periodic with period T0.
2) It is uncorrelated with the data nd(t).
3) It is zero-mean, has a stationary power spectral density

(PSD) with |F {s(t)wT0(t)}|
2
= Ss(f), where wT0(t)

is a windowing function that is unity within the interval
[0, T0] and zero elsewhere.

Consider x(t) being transmitted at a carrier frequency fc.
Let τd(t) denote the apparent delay between the transmitted
signal xc(t) ≜ x(t) exp(j2πfct) and the received signal at
the receiver’s antenna. The apparent delay τd(t) is composed
of (i) the time-of-flight along the line-of-sight (LOS) between
the transmitter and receiver (i.e., dLOS(t)/c, where dLOS(t)
is the LOS distance between the LEO SV’s transmitter and the
receiver and c is the speed of light); (ii) combined effect of the
transmitter’s and receiver’s clock biases, denoted δtclk(t); (iii)
ionospheric and tropospheric delays δtiono(t) and δttropo(t),
respectively; and (iv) other unmodeled errors. After propa-
gating in an additive white Gaussian channel, the resulting
received signal before baseband mixing can be expressed as

r̄(t) = xc (t− τd(t)) + n̄(t)

= x(t− τd(t)) exp (j2πfc [t− τd (t)]) + n̄(t),

where n̄(t) is a complex white Gaussian noise with PSD N0/2.
Let r(t) ≜ r̄(t) exp (−j2πfct) denote the received signal

after baseband mixing and filtering. Then, r(t) can be ex-
pressed as r(t) = x(t− τd(t)) exp (jθ(t)) + n(t), where n(t)

is the low-pass filter output of n̄(t), and θ(t) = −2πfcτd(t) is
the carrier phase of the received signal. Using a Taylor series
expansion, at time instant tk = t0 + kT0, where k is the sub-
accumulation index and t0 is some initial time, the carrier
phase of the signal can be expressed as

θ(t) = θ(tk) + θ̇(tk)t+
1

2
θ̈(tk)t

2 +H.O.T. (1)

Denote θk(t) as θ(t) in (1), after dropping the higher-order
terms (H.O.T.). By definition, fD(t) ≜ θ̇(t)

2π is the apparent
Doppler shift and ḟD(t) is the apparent Doppler rate.

It is important to note that the channel between the LEO
SV and the ground-based receiver is highly dynamic, thus,
high Doppler shift and rate will be observed by the receiver.
On the other hand, at the k-th sub-accumulation, τd(t) is
approximated by its zero-order term dk = τd(tk), while the
higher order terms are dropped to simplify the following signal
analysis. Due to the first property, one can arbitrarily choose
τd(t) to denote the code start time. It is important to note that
the higher order terms in τd(t) stretch or contract the code
in the time-domain, but this paper ignores this effect, which
seems to be of little impact on Starlink LEO SV codes.

Finally, the expression of the received signal at the k-th sub-
accumulation can be written as r−k (t) = r(t)wT0(t − tk) =
sk(t) exp (jθk(t)) + n−

k (t), where sk(t) = s(t − dk)wT0
(t)

and n−
k (t) = n(t − dk)wT0

(t). The received signal rk(t)
after carrier wipe-off using the carrier phase estimate, denoted
θ̂k(t), generated by the tracking loop discussed in Section
III-B, can be expressed as

rk(t) = r−k (t) exp(−jθ̂k(t))

= sk(t) exp(jθ̃k(t)) + nk(t), (2)

where θ̃k(t) = θk(t)− θ̂k(t) is the residual carrier phase.

B. Frequency Spectrum of the Received Signal

The received signal’s frequency spectrum at the k-th sub-
accumulation is Srk(f) = |F {rk(t)}|2. Using the third
property of s(t), the Wigner distribution function (WDF) of
sk(t) for t ∈ [0, T0] can be written as

Ws(t, f) ≜
∫ ∞

−∞
sk

(
t+

τ

2

)
s∗k

(
t− τ

2

)
exp(−2πfτ) dτ

=
Ss(f)

T0
.

It can be shown that the WDF of the residual carrier phase
at the k-th sub-accumulation Ck(t) = exp(jθ̃k(t)), for t ∈
[0, T0], is WCk

(t, f) = δ
(
f −

˜̇
θk
2π −

˜̈
θk
2π t
)

, where δ(·) denotes
the Dirac delta function. Using the second property of s(t),
the WDF of rk(t) in (2), for t ∈ [0, T0], can be written as

Wrk(t, f) =
Ss(f)

T0
⊛ δ

(
f −

˜̇
θk
2π

−
˜̈
θk
2π

t

)
+Wnk

(t, f),

where (f ⊛ g)(t) =
∫∞
−∞ f(τ)g(t − τ)dτ is the convolution,

Wnk
(t, f) is the WDF of the noise and data at the k-th sub-

accumulation. Noting that Srk(f) =
∫ T0

0
Wrk(t, f) dt and

using the projection property of WDF, the following follows



Srk(f)=
Ss(f)

T0
⊛
∫ T0

0

δ

(
f −

˜̇
θk
2π

−
˜̈
θk
2π

t

)
dt+ Snk

(f)

=Ss(f)⊛
2π∣∣∣ ˜̈θk∣∣∣T0

∫ T0

0

δ

(
t− 2πf − ˜̇

θk
˜̈
θk

)
dt+ Snk

(f)

=Ss(f)⊛Π
(
f ;

˜̇
θk,

˜̈
θk

)
+ Snk

(f), (3)

where Snk
(f) =

∫ T0

0
Wnk

(t, f) dt and

Π
(
f ; θ̇, θ̈

)
=

2π∣∣∣θ̈∣∣∣T0


1,

∣∣∣∣∣∣∣∣f −
θ̇ +

|θ̈|
2
T0

2π

∣∣∣∣∣∣∣∣ <
|θ̈|
4π

T0,

0, elsewhere.

Equation (3) states that the received signal’s frequency spec-
trum consists of a shifted and dilated version of the repetitive
sequence’s frequency spectrum alongside a noise floor. The
shifting in the received spectrum is mainly due to residual
Doppler ˜̇

θk and the dilation is due to residual Doppler rate ˜̈
θk.

III. BLIND DOPPLER TRACKING

This section derives the Doppler discriminator and formu-
lates the KF-based Doppler tracking loop.

A. Frequency-Domain Based Doppler Discriminator

The nonlinear least-squares (NLS) estimator of the residual
Doppler ˜̇

θk at the k-th sub-accumulation is given by
˜̇
θk = argmin

θ̇

∥∥∥Srk(f)− Ss(f)⊛Π
(
f ; θ̇, θ̈

)∥∥∥2
= argmin

θ̇

∥Srk(f)∥
2
+
∥∥∥Ss(f)⊛Π

(
f ; θ̇, θ̈

)∥∥∥2
− 2 (Srk ⋆ Ss) (f)⊛Π

(
f ; θ̇, θ̈

)
(4)

= argmax
θ̇

(Srk ⋆ Ss) (f)⊛Π
(
f ; θ̇, θ̈

)
≊ argmax

θ̇

(Srk ⋆ Ss) (f)⊛ δ

(
f − θ̇

2π

)
, for ˜̈

θk ≈ 0

= 2π argmax
f

(Srk ⋆ Ss) (f), (5)

where (f ⋆ g)(τ) =
∫∞
−∞ f∗(t)g(t + τ)dt is the cross-

correlation. The first two terms in the minimization problem
(4) are a constant function of the search parameter θ̇; there-
fore, they are ignored. As the blind receiver does not have
prior knowledge of Ss(f), it starts with an initial estimate
Ŝs(f) ≜ Sr0(f) and refines the repetitive sequence’s spectrum
with every sub-accumulation. It is worth pointing that the
regime of small residual Doppler rate values assumed in (5) is
a reasonable assumption, since the Doppler rate between two
consecutive sub-accumulations is nearly constant.
B. Kalman Filter-Based Tracking Loop

The continuous-time signal in (2) is sampled at a sampling
interval Ts = 1/Fs, the discrete-time received signal before
carrier wipe-off at the k-th sub-accumulation can be written as

r−k [n] = s[n− dk] exp
(
jΘ̃k[n]

)
+ n−

k [n],

where n ∈ [0, L−1], s[n] is the discrete-time sequence of s(t)
with period L = T0/Ts and Θ̃k[n] and dk are the discrete-time
carrier phase and code start time, respectively, of the received
signal at the k-th sub-accumulation.

The carrier phase state vector is defined as θ(t) ≜[
θ(t), θ̇(t), θ̈(t)

]T
, whose dynamics is modeled as

θ̇(t) = Aθ(t) +Bw(t), (6)

A ≜

 0 1 0
0 0 1
0 0 0

 , B ≜

 0
0
1

 ,

where w(t) is a zero-mean white noise process with power
spectral density qw. The continuous-time dynamics in (6) is
discretized at a sampling time T0 = LTs, leading to Θk+1 =

FΘk+wk, where Θk ≜
[
θk, θ̇k, θ̈k

]T
, F ≜ eAT0 is the state

transition matrix, wk is a discrete-time process noise vector,
which is a zero-mean white sequence with covariance Q =

qw̃
∫ T0

0
eAtB

(
eAtB

)T
dt. The reconstructed sequence of the

carrier phase used to perform carrier wipe-off can be written
as a second order piecewise polynomial given by Θ̂k[n] =

θ̂k−1 +
ˆ̇
θknTs + 1

2
ˆ̈
θk (nTs)

2, n ∈ [0, L − 1]. After carrier
wipe-off, the received signal’s sequence can be expressed as

rk[n] = s[n− dk] exp
(
jΘ̃k[n]

)
+ nk[n]. (7)

Equation (7) will be used to determine the residual Doppler
˜̇
θk at the k-th sub-accumulation, which is fed as innovation to
a KF loop that uses the observation model zk = HΘk + vk,
where H ≜ [0 1 0] and vk is a discrete-time zero-mean white
noise sequence with variance σ2

θ̇
. The KF innovation νk is

the fast Fourier transform (FFT)-based discrete-time version
of (5). It is worth noting that the Doppler tracked using the
proposed approach has a real-valued ambiguity part θ̇N that
needs to be resolved to retrieve back the actual Doppler shift.

IV. EXPERIMENTAL RESULTS

This section demonstrates the proposed blind Doppler es-
timator and tracking loop with Starlink LEO SV signals.
To this end, a stationary National Instrument (NI) universal
software radio peripheral (USRP) 2945R was equipped with
a consumer-grade Ku antenna and low-noise block (LNB)
downconverter to receive Starlink signals in the Ku-band.
The sampling bandwidth was set to 2.5 MHz and the carrier
frequency fc was set to 11.325 GHz. Samples of the Ku signal
were stored for off-line processing via a software-defined radio
(SDR). The experimental hardware is shown in Fig. 1.

Storage SDRUSRP NI-2954RLow Noise Block
Downconverter

SDR

Fig. 1. Experimental hardware.



A. Blind Doppler Tracking Results

The USRP was set to record Ku signals over a period of 800
seconds. During this period, a total of six Starlink SVs passed
over the receiver, one at a time. The framework discussed in
Section III was used to acquire and track the signals from these
SVs with qw = (0.1)2 rad2/s6 and σθ̇ = π

6 rad/s. The SVs’
skyplot, time history of the KF innovation νk, and tracked
Doppler shift f̂Dk

=
ˆ̇
θk/2π for each SV is shown in Fig. 2.
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Fig. 2. Left: Skyplot of the six Starlink LEO SVs. Right: time history of the
KF innovation νk and tracked Doppler shift f̂Dk

for each SV.

B. Position Solution

Let i ∈ [1, 6] denote the SV index. The pseudorange rate

observable zi(k) ≜ c
f̂Dk

fc
of the i-th SV at time-step k,

expressed in meters, is modeled as

zi(k) =
ṙTSVi

(k) [rr − rSVi
(k′)]

∥rr − rSVi
(k′)∥2

+ ai + vzi(k), (8)

where rr and rSVi
are the receiver’s and i-th Starlink SV’s

3D position vectors; ṙSVi
is the i-th SV’s 3D velocity vector;

k′ is the time at the i-th SV; ai is a bias that models the
(i) unknown Doppler ambiguity θ̇N , (ii) lumped receiver–SV
clock drift, and (iii) ionospheric and tropospheric delay rate;
vzi(k) is the measurement noise, which is modeled as a zero-
mean, white Gaussian random sequence with variance σ2

i .
Next, define the parameter vector x ≜

[
rr

T, a1, . . . , a6
]T

.
Let z denote the vector of all the pseudorange observables
stacked together, and let vz denote the vector of all measure-
ment noises stacked together. Then, one can readily write the
measurement equation given by z = g(x) + vz, where g(x)
is a vector-valued function that maps the parameter x to the
pseudorange rate observables according to (8). Next, an NLS
estimator is used to obtain an estimate of x. The SV positions
were obtained from TLE files and SGP4 orbit propagator. It
is important to note that the TLE epoch time was adjusted for
each SV to account for ephemeris errors. This was achieved
by minimizing the pseudorange rate residuals for each SV.
Subsequently, the receiver position was estimated using the
aforementioned NLS. The receiver position was initialized 200
km away from the true position. The final 3D position error
was found to be 19.4 m, while the horizontal 2D position error
was 4.3 m. The results are summarized in Fig. 3.

Table I compares the results achieved with the proposed
approach against the only positioning results with Starlink

LEO SV signals reported in the literature. Using the same
recorded samples from Starlink SVs in [24], [25], the proposed
approach reduced the 3D and 2D positioning error by 15.3%
and 57%, respectively, over the most accurate positioning
results with Starlink reported in the literature to-date.

Ground Truth

19
.4

 m

4.3 m
18

.9
 m

Estimated Position

200 km

Ground TruthInitial Estimate

SV1

(c)

(b)

(a)

SV2

SV3

SV4

SV5

SV6

Fig. 3. Environment layout summarizing the positioning results

TABLE I
COMPARISON OF STARLINK POSITIONING RESULTS.

Carrier phase GLR Doppler Proposed

[24] [25] approach

3D error (m) 33.5 22.9 19.4

2D error (m) 25.9 10.0 4.3

V. CONCLUSION

This paper proposed a novel approach for blind Doppler
tracking of LEO SVs. First, an analytical expression for the
received signal frequency spectrum was derived, which ac-
counts for high LEO SVs’ dynamic channels. Second, a novel
frequency-domain-based Doppler discriminator was proposed.
Third, a KF-based Doppler tracking algorithm was developed.
Finally, experimental results were presented showing Hz-level
Doppler tracking of six Starlink LEO SV signals. Starting
with an initial estimate 200 km away, the proposed approach
achieved a 2D error of 4.3 m.
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ABSTRACT
This paper shows how to protect our skies from harmful radio frequency interference (RFI) to global navigation satellite system
(GNSS) signals, by offering terrestrial cellular signals of opportunity (SOPs) as a viable aircraft navigation system backup.
An extensive flight campaign was conducted by the Autonomous Systems Perception, Intelligence, and Navigation (ASPIN)
Laboratory in collaboration with the United States Air Force (USAF) to study the potential of cellular SOPs for high-altitude
aircraft navigation. A multitude of flight trajectories and altitudes were exercised in the flight campaign in two different regions
in Southern California, USA: (i) rural and (ii) semi-urban. Samples of the ambient downlink cellular SOPs were recorded,
which were fed to ASPIN Laboratory’s MATRIX (Multichannel Adaptive TRansceiver Information eXtractor) software-defined
receiver (SDR), which produced carrier phase measurements from these samples. These measurements were fused with altimeter
data via an extended Kalman filter (EKF) to estimate the aircraft’s trajectory. This paper shows for the first time that at altitudes
as high as about 11,000 ft above ground level (AGL), more than 100 cellular long-term evolution (LTE) eNodeBs can be reliable
tracked, many of which were more than 100 km away, with carrier-to-noise ratio (C/N0) exceeding 40 dB-Hz. The paper shows
pseudorange and Doppler tracking results from cellular eNodeBs along with the C/N0 and number of tracked eNodeBs over the
two regions, while performing ascending, descending, and grid maneuvers. In addition, the paper shows navigation results in
the semi-urban and rural regions, showing a position root mean-squared error of 9.86 m and 10.37, respectively, over trajectories
of 42.23 km and 56.56 km, respectively, while exploiting an average of about 19 and 10 eNodeBs, respectively.

I. INTRODUCTION
A quick search of the phrase “global positioning system (GPS)” on the aviation safety reporting system (ASRS) returns 579
navigation-related incidents since January 2000. Out of these incidents, 508 were reported to be due to a malfunction or failure
in GPS and other satellite navigation components. Among these, 100 are suspected to due to GPS jamming and interference
leading to the loss of the main and auxiliary GPS units in some cases.

Over the past few years, global navigation satellite system (GNSS) radio frequency interference (RFI) incidents skyrocketed,
jeopardizing safe and efficient aviation operations. RFI sources include repeaters and pseudolites, GNSS jammers, and systems
transmitting outside the GNSS frequency bands (Blasch et al., 2019). According to EUROCONTROL, a pan-European, civil-
military organization dedicated to supporting European aviation, there were 4,364 GNSS outages reported by pilots in 2018,
which represents more than a 2,000% increase over the previous year (EUROCONTROL, Aviation Intelligence Unit, 2021).
What is alarming is that while the majority of RFI hotspots appear to be due to conflict zones, they affected civil aviation at
distances of up to 300 km from these zones. The majority of RFI (about 81%) affected en-route flights, even though this is where
RFI should be at its lowest, as the aircraft is faraway from a ground-based interferer. In 2019, the International Civil Aviation
Organization (ICAO) issued a Working Paper titled “An Urgent Need to Address Harmful Interferences to GNSS,” where it
concluded that harmful RFI to GNSS would prevent the full continuation of safety and efficiency benefits of GNSS-based
services (International Civil Aviation Organization (ICAO), 2019). ICAO followed this by an “Action Required” letter for
“Strengthening of Communications, Navigation, and Surveillance (CNS) Systems Resilience and Mitigation of Interference to
Global Navigation Satellite System (GNSS)” (International Civil Aviation Organization (ICAO), 2020).

In 2021, the National Institute of Standards and Technology (NIST) issued a report on “Foundational PNT Profile: Applying



the Cybersecurity Framework for the Responsible Use of PNT Services,” where it identified signals of opportunity (SOPs) and
terrestrial RF sources (e.g., cellular) as a mitigation category that apply to the PNT profile (Bartock et al., 2021). Indeed, SOPs
(Leng et al., 2016; Casado et al., 2018; Mortier et al., 2020; Kassas et al., 2020; Zhu et al., 2021; Psiaki and Slosman, 2022),
particularly from cellular infrastructure, have shown tremendous promise over the past decade as an alternative PNT source (del
Peral-Rosado et al., 2017; Ikhtiari, 2019; Souli et al., 2020; Gante et al., 2020; Kassas, 2021; Souli et al., 2021a; Xhafa et al.,
2021; Ivanov et al., 2023).

Among various cellular generations, the forth-generation (4G) long-term evolution (LTE), which adopts orthogonal frequency
division multiplexing (OFDM) as a modulation technique, possesses desirable attributes for navigation purposes:

• Abundance: LTE transmitters (also known as evolved Node Bs or eNodeBs) are abundant in many locales of interest.

• Geometric diversity: eNodeBs possess favorable geometric configurations by construction of the cellular infrastructure.

• Frequency diversity: eNodeBs transmit in a wide range of frequencies.

• High received power: LTE’s received carrier-to-noise (C/N0) ratio is tens of dBs higher than that of GNSS signals, even
indoors (Abdallah et al., 2021).

• High bandwidth: LTE’s bandwidth can be up to 20 MHz, which allows for more accurate time-of-arrival estimation
(Shamaei et al., 2017).

• Free to use: The LTE infrastructure is already operational; thus, with specialized receivers, navigation observables can
be extracted from LTE’s “always on” transmitted signals.

Cellular LTE signals have shown high ranging and localization accuracy (del Peral-Rosado et al., 2018; Kang et al., 2019;
Gadka et al., 2019; Han et al., 2019; Shamaei and Kassas, 2021; Souli et al., 2021b; Kazaz et al., 2022; Yang et al., 2022;
Wang and Morton, 2022), even in urban and indoor environments experiencing severe multipath (Wang and Morton, 2020; Dun
et al., 2020; Wang and Morton, 2020; Abdallah and Kassas, 2021; Strandjord et al., 2021; Wang et al., 2022; Whiton et al.,
2022; Jao et al., 2022; Pan et al., 2022) and environments under intentional GPS jamming (Kassas et al., 2022b). Experimental
navigation results with LTE signals demonstrated meter-level positioning accuracy on ground vehicles (Shamaei et al., 2019;
del Peral-Rosado et al., 2019; Yang et al., 2020; Soderini et al., 2020; Hong et al., 2021; Maaref and Kassas, 2022; Lapin et al.,
2022) and sub-meter-level positioning accuracy on unmanned aerial (UAVs) (Khalife and Kassas, 2022b,a).

However, the potential of cellular LTE signals for high-altitude aircraft navigation has been largely unstudied (Kim and Shin,
2019; Stevens and Younis, 2021). To the authors’ knowledge, the first such studies appeared in (Kassas et al., 2022a,c). The
results therein where achieved from a collaboration between the United States Air Force (USAF) at Edwards Air Force Base
(AFB), California and the Autonomous Systems Perception, Intelligence, and Navigation (ASPIN) Laboratory through a week-
long flight campaign called “SNIFFER: Signals of opportunity for Navigation In Frequency-Forbidden EnviRonments.” In
SINFFER, ASPIN Laboratory’s Multichannel Adaptive TRansceiver Information eXtractor (MATRIX) specialized software-
defined receiver (SDR) was flown on a Beechcraft C-12 Huron, a fixed-wing USAF aircraft, to collect ambient cellular LTE
signals. The collected data consisted of combinations of flight runs performed over three regions: (A) Edwards: rural; (B)
Palmdale: semi-urban; (C) Riverside: urban. The flights spanned different altitudes (up to 23,000 ft above ground level (AGL))
and a multitude of trajectories including straight segments, banking turns, benign and aggressive maneuvers, and ascending
and descending teardrops with a descent rate ranging between 0 to 1500 ft/min. The flights were performed by members of the
USAF Test Pilot School (TPS). Terabytes of LTE data was collected over the three regions under various conditions.

The main conclusions from the studies in (Kassas et al., 2022a,c) were:

• Cellular LTE signals are surprisingly powerful at both (i) high altitudes, exhibiting C/N0 of 25–55 dB-Hz at altitudes of
2,000–23,000 ft AGL and (ii) faraway horizontal distances, exhibiting C/N0 of about 30 dB-Hz for towers as far as 50
km, while flying at about 16,000 ft AGL.

• The two-ray model fits the measured C/N0 sufficiently well for towers more than 10 km away, while flying at an altitude
of 16,000 ft AGL. For towers closer than 10 km, the antenna radiation pattern should be incorporated into the two-ray
model to improve model fitting.

• With carrier phase navigation observables produced by the MATRIX SDR from 5 4G LTE eNodeBs and 6 3G code-
division multiple-access (CDMA) base transceiver stations (BTSs), fused with altimeter measurements via an extended
Kalman filter (EKF), a three-dimensional (3–D) position root mean-squared error (RMSE) of 10.5 m was achieved over
a 51-km trajectory traversed in 9 minutes.

Upon improving the MATRIX SDR design to exploit an eNodB’s multiple antenna ports and the time-orthogonality of OFDM
signals, the number of acquirable and trackable LTE eNodeBs grew monumentally, from less than a dozen as reported in (Kassas
et al., 2022a,c) to more than 100. This paper presents these findings. In particular, for three different maneuvers (climbing



teardrop, descending teardrop, and grid) in Regions A and B1, the results were consistent: the number of tracked eNodeBs at
altitudes as high as 11,000 ft AGL can be higher than 100, with C/N0 over 40 dB-Hz. In addition, upon fusing the carrier phase
observables with altimeter data via an EKF, a sustained accurate and robust navigation solution was achieved. In particular, over
trajectories of 42.23 km and 56.56 km in regions B and A, respectively, traversed in 450 s and 600 s, respectively, a 3–D position
RMSE of 9.86 m and 10.37, respectively, was achieved by exploiting an average of about 19 and 10 eNodeBs2, respectively.

The rest of the paper is organized as follows: Section II overviews the hardware and software setup with which the aircraft
was equipped and overviews the environments in which the flight campaigns took place. Section III presents experimental
characterization of tracked cellular LTE signals as a function of their C/N0 and total number over different aircraft maneuvers.
Section IV summarizes the cellular LTE navigation results. Section V gives concluding remarks.

II. EXPERIMENTAL SETUP AND FLIGHT REGIONS
This section overviews the hardware and software setup used for data collection and processing. It also describes the flight
regions and aircraft maneuvers.

1. Hardware and Software Setup
For this study, the C-12 aircraft, called Ms. Mabel, was equipped with

• A quad-channel universal software radio peripheral (USRP)-2955.
• Three consumer-grade 800/1900 MHz Laird cellular antennas.
• A peripheral component interconnect express (PCIe) cable.
• A desktop computer equipped with a solid-state drive for data storage.
• A laptop computer running ASPIN Laboratory’s MATRIX SDR for real-time monitoring of the signals, which was

operated during the flight by a flight engineer to determine when, where, and what cellular signals were available to tune
the USRP accordingly.

• A GPS antenna to (i) feed GPS measurements for the aircraft navigation system and (ii) discipline the USRP’s onboard
GPS-disciplined oscillator (GPSDO).

Figure 1 shows the C-12 aircraft and the USAF pilots and ASPIN researchers. The equipment was assembled at the ASPIN
Laboratory on a special rack provided by the USAF and was shipped to be mounted on the C-12 aircraft. The three Laird
antennas were connected to the USRP to capture impinging 4G LTE signals, and the USRP was tuned to listen to three carrier
frequencies corresponding to two 4G U.S. cellular providers and one 3G3 U.S. cellular provider as shown in Figure 2. Terabytes
of in-phase and quadrature samples were collected throughout the experiment with a sampling rate of 10 MSps per channel.
The 4G cellular module of the MATRIX SDR (Kassas et al., 2020) was then used to post-process the stored samples to produce
navigation observables: Doppler frequency, carrier phase, and pseudorange, along with corresponding C/N0’s. The hardware
and software setup are shown in Figures 2–3, respectively.

2. Flight Regions and Aircraft Maneuvers
The campaign took place in three regions: (i) Region A: a rural region in Edwards AFB, California, (ii) Region B: a semi-urban
region in Palmdale, California, and (iii) Region C: an urban region in Riverside, California. Different maneuvers were planned
over the three regions to test several aspects of aircraft navigation with cellular SOPs.

Figure 4 shows the regions in which the experiments were performed. More than 70 3G BTSs and 4G eNodeBs were mapped
throughout the experiment via the method described in (Morales and Kassas, 2018). The mapped towers were cross-checked
via Google Earth and online databases and are shown in Figure 4. This paper investigates the potential of cellular SOPs for
navigation; therefore, mapping the SOPs will not be discussed.

Two main types of maneuvers were performed in each region (see Figure 4). The first was a teardrop-like pattern while
climbing/descending. The patterns have a focal point that is aligned with a geographic points of interest (see the green “×”
in Figure 4). The measurements used to characterize the C/N0 were taken exactly above the geographic point of interest to
maintain the horizontal distance between the aircraft and the cellular base stations. The second was a grid-like pattern with
many turns and straight segments. Such patterns were used as stress-test for the navigation receivers to assess their ability to
track cellular synchronization signals in a robust and accurate fashion as well as to evaluate the navigation solution.

1At the time of writing of this paper, the data collected in Region C has not been processed with the improved MATRIX SDR yet.
2At the time of writing of this paper, not all 100+ eNodeBs in the environment were mapped yet. Only eNodeBs whose positions were mapped were used

in the EKF.
3This paper focuses on the 4G LTE signals only. Results for 3G signals were published in (Kassas et al., 2022c).



Figure 1: USAF Pilots and ASPIN researchers with the C-12 aircraft.
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Figure 4: Regions A, B, and C in which the flight campaigns took place. The yellow pins represent 3G and 4G cellular towers that were
mapped and analyzed in this study. The right figures show the aircraft trajectory in all regions (shown in red).

III. CELLULAR LTE AVAILABILITY AND C/N0 CHARACTERIZATION
This section presents experimental results evaluating cellular LTE availability in Regions A and B with the improved MATIX
SDR. To this end, Figures 5 – 10 show the outputs of the navigation observables produced by the receiver (pseudorange and
Doppler) along with the C/N0 and number of tracked LTE eNodeBs during various flight trajectories.

The following conclusions can be made from these results. First, while the results presented in (Kassas et al., 2022c,a) revealed
tremendous potential for tracking cellular LTE signals at high-altitude aircraft, there is more room for improvement from a
receiver design perspective. In particular, the improved receiver design increased the sensitivity of the receiver, enabling it to
track much weaker signals from further away eNodeBs. Second, in rural and semi-urban regions, the aircraft could track more
than 100 eNodeBs simultaneously, some of which were more than 100 km away. No matter the aircraft maneuvers, tens of
eNodeBs were trackable. A significant factor behind the change in the number of tracked eNodeBs is attributed to the aircraft’s
body and wings causing signal blockage and severe attenuation during banking.

IV. CELLULAR LTE NAVIGATION RESULTS
The navigation carrier phase observables produced by the improved MATRIX SDR were fused with altimeter data through the
EKF navigation filter as described in (Kassas et al., 2022c). Note that the EKF employed herein employed a continuous Wiener
process acceleration model for the aircraft’s dynamics, in place of the nearly constant velocity dynamical model adopted in
(Kassas et al., 2022c). The navigation performance in all three Regions is summarized in Table 1. It is worth emphasizing that
the reported performance is expected to improve significantly if an inertial navigation system (INS) is coupled with the LTE
navigation observables (e.g., via a tightly-coupled SOP-aided INS (Morales and Kassas, 2021)) and/or all the tracked eNodeBs
(see Figures 5 – 10) are exploited in the EKF.

Table 1: Navigation Performance with Cellular LTE Signals

Metric Region B Region A
Number of cellular towers used 11 – 28 5 – 16

Cellular frequencies (MHz) 731.5 731.5
751 751
739

Flight duration (sec) 450 600
Flight length (km) 42.23 56.56
Altitude AGL (m) 2,295 – 2,316 1,079 – 1,394

Position RMSE (m) 9.86 10.37
Standard deviation (m) 5.92 4.39

Maximum position error (m) 35.26 24.42



Region A: Altitude Range (AGL): 2.98 – 3.28 km

Figure 5: Left: climbing teardrop aircraft trajectory in Region A. Right: receiver’s pseudorange and Doppler tracking results from cellular
LTE eNodeBs during this trajectory along with the C/N0 and number of tracked eNodeBs.

Region A: Altitude Range (AGL): 3.28 – 2.98 km

Figure 6: Left: descending teardrop aircraft trajectory in Region A. Right: receiver’s pseudorange and Doppler tracking results from cellular
LTE eNodeBs during this trajectory along with the C/N0 and number of tracked eNodeBs.

Region A: Altitude Range (AGL): 2.3 – 2.32 km

Figure 7: Left: grid aircraft trajectory in Region A. Right: receiver’s pseudorange and Doppler tracking results from cellular LTE eNodeBs
during this trajectory along with the C/N0 and number of tracked eNodeBs.



Region B: Altitude Range (AGL): 1.85 – 2.01 km

Figure 8: Left: climbing teardrop aircraft trajectory in Region B. Right: receiver’s pseudorange and Doppler tracking results from cellular
LTE eNodeBs during this trajectory along with the C/N0 and number of tracked eNodeBs.

Region B: Altitude Range (AGL): 1.86 – 1.08 km

Figure 9: Left: descending teardrop aircraft trajectory in Region B. Right: receiver’s pseudorange and Doppler tracking results from cellular
LTE eNodeBs during this trajectory along with the C/N0 and number of tracked eNodeBs.

Region B: Altitude Range (AGL): 1.69 – 1.72 km

Figure 10: Left: grid aircraft trajectory in Region B. Right: receiver’s pseudorange and Doppler tracking results from cellular LTE eNodeBs
during this trajectory along with the C/N0 and number of tracked eNodeBs.



Figure 11: Left: Region A environment layout showing the cellular eNodeBs’ locations and aircraft’s true and estimated trajectories (from
LTE signals). Right: LTE pseudorange and Doppler tracking during this trajectory along with C/N0 and number of tracked LTE eNodeBs.

Figure 12: Left: Region B environment layout showing the cellular eNodeBs’ locations and aircraft’s true and estimated trajectories (from
LTE signals). Right: LTE pseudorange and Doppler tracking during this trajectory along with C/N0 and number of tracked LTE eNodeBs.

V. CONCLUSION
This paper unveiled the tremendous potential of cellular SOPs as a viable aircraft navigation system backup. SNIFFER flight
campaign data were re-processed with an improved LTE receiver design, enabling the tracking of more than 100 eNodeBs
simultaneously, many of which were more than 100 km away, with C/N0 exceeding 40 dB-Hz. In addition, the paper showed
navigation results in rural and semi-urban regions, showing a position root mean-squared error of 9.86 m and 10.37, respectively,



over trajectories of 42.23 km and 56.56 km, respectively, while exploiting an average of about 19 and 10 eNodeBs, respectively.
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Abstract—The received power of terrestrial cellular 3G code
division multiple access (CDMA) and 4G long-term evolution
(LTE) signals on a high altitude aircraft is experimentally char-
acterized. The conducted experiments were performed on a
Beechcraft C-12 Huron, a fixed-wing U.S. Air Force aircraft.
Two types of flight patterns were performed: (i) teardrop-like
patterns to characterize the carrier-to-noise ratio (C/N0) versus
altitude and (ii) grid-like patterns to characterize C/N0 versus
the horizontal distance between the aircraft and cellular towers.
Flight campaigns in two regions were conducted: (i) a rural
region in Edwards, California, USA, and (ii) an urban region
in Riverside, California, USA. It was observed that cellular
signals are surprisingly powerful at both (i) high altitudes,
exhibiting C/N0 of 25–55 dB-Hz at altitudes of 2,000–23,000 ft
above ground level (AGL) and (ii) faraway horizontal distances,
exhibiting C/N0 of about 30 dB-Hz for towers as far as 50 km,
while flying at about 16,000 ft AGL. In addition, two propa-
gation models were evaluated to describe the behavior of the
measured C/N0: (i) free-space path loss model and (ii) two-ray
model. It was observed that the two-ray model fits the measured
C/N0 sufficiently well, for towers more than 10 km away, while
flying at an altitude of 16,000 ft AGL. For towers closer than 10
km, the antenna radiation pattern should be incorporated into
the two-ray model to improve model fitting.
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1. INTRODUCTION
Global navigation satellite systems (GNSS) are heavily relied
upon in today’s aviation communications, navigation, and
surveillance (CNS) systems as well as air traffic management
[1]. The upsurge in GNSS radio frequency interference
(RFI) is jeopardizing safe and efficient aviation operations
[2, 3]. RFI sources include repeaters and pseudolites [4, 5],
GNSS jammers [6, 7], and systems transmitting outside the
GNSS frequency bands [8, 9]. There were 4,364 GNSS

978-1-6654-3760-8/22/$31.00 ©2022 IEEE

outages reported by pilots in 2018, which represents more
than a 2,000% increase over the previous year [10]. What
is alarming is that RFI is affecting civil aviation at distances
of up to 300 km from conflict zones (where GNSS jammers
tend to be prevent) and that the majority of RFI (about
81%) affects en-route flights. In 2019, the International
Civil Aviation Organization (ICAO) issued a Working Paper
titled “An Urgent Need to Address Harmful Interferences to
GNSS,” where it concluded that harmful RFI to GNSS would
prevent the full continuation of safety and efficiency benefits
of GNSS-based services. Moreover, there was a call for
supporting multi-disciplinary development of alternative po-
sitioning, navigation, and timing (PNT) strategy and solutions
to complement the use of GNSS in aviation [11].

Cellular signals have shown tremendous promise as an alter-
native PNT source [12–23]. This is due to their inherently
desirable attributes [24]: (i) they are ubiquitous, (ii) they are
transmitted in a wide range of frequencies and in many direc-
tions which makes them spectrally and geometrically diverse,
(iii) they possess a high received carrier-to-noise (C/N0)
ratio (tens of dBs higher than GNSS), and (iv) they are readily
available for free as their infrastructure is well established and
the signals are broadcasted to billions of users worldwide.
Recent results have shown the ability of cellular signals
to yield meter-level-accurate navigation on ground vehicles
[25–29] in urban environments and submeter-level-accurate
navigation on UAVs [30, 31]. Moreover, the robustness and
availability of cellular signals have been demonstrated in a
GPS-jammed environment [32].

Assessing cellular signals for aerial vehicles has been the
subject of several studies recently [33–37]. It was concluded
that commercial cellular networks are capable of provid-
ing connectivity to aerial vehicles at low altitudes [38, 39].
However, the majority of existing studies considered low
altitude aerial vehicles traveling at low speeds and focused on
evaluating cellular signals for communication purposes with
little attention to evaluating them for PNT [40].

A joint effort between the Autonomous Systems Perception,
Intelligence, and Navigation (ASPIN) Laboratory and Ed-
wards Air Force Base, California, USA led to a weeklong
flights in March 2020 in a mission called “SNIFFER: Sig-
nals of opportunity for Navigation In Frequency-Forbidden
EnviRonments.” The flights took place on a Beechcraft C-
12 Huron, a fixed-wing U.S. Air Force aircraft, to study the
efficacy of terrestrial cellular signals for aircraft navigation.
This paper presents findings from these flights to characterize
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C/N0 of terrestrial cellular 3G code division multiple access
(CDMA) and 4G long-term evolution (LTE) signals. The
C/N0 provides a measure of the precision of the navigation
observables (pseudorange and carrier phase) [41], which are
used to calculate the PNT solution [42, 43]. Two types of
flight patterns were performed: (i) teardrop-like patterns to
characterize the carrier-to-noise ratio (C/N0) versus altitude
and (ii) grid-like patterns to characterize C/N0 versus the
horizontal distance between the aircraft and cellular towers.
Flight campaigns in two regions were conducted: (i) a ru-
ral region in Edwards, California, USA, and (ii) an urban
region in Riverside, California, USA. It was observed that
cellular signals are surprisingly powerful at both (i) high
altitudes, exhibiting C/N0 of 25–55 dB-Hz at altitudes of
2,000–23,000 ft above ground level (AGL) and (ii) faraway
horizontal distances, exhibiting C/N0 of about 30 dB-Hz
for towers as far as 50 km, while flying at about 16,000 ft
AGL. In addition, two propagation models were evaluated to
describe the behavior of the measured C/N0: (i) free-space
path loss model and (ii) two-ray model. It was observed
that the two-ray model fits the measured C/N0 sufficiently
well, for towers more than 10 km away, while flying at an
altitude of 16,000 ft AGL. For towers closer than 10 km, the
antenna radiation pattern should be incorporated into the two-
ray model to improve model fitting to the measured C/N0.

The remainder of the paper is organized as follows. Section
2 overviews (i) hardware and software setup, (ii) flight ma-
neuvers, and (iii) flight regions. Section 3 characterizes the
measured C/N0 of 3G and 4G cellular signals as a function
of altitude and horizontal distance to the towers in the both
regions. It also evaluates the free-space path loss model and
the two-ray model. Section 4 gives concluding remarks.

2. HIGH-ALTITUDE AIRCRAFT NAVIGATION
WITH TERRESTRIAL CELLULAR SIGNALS

This section presents the hardware and software setup with
which the aircraft was equipped and flight maneuvers and
regions.

Hardware and Software Setup
The C-12 aircraft was equipped with a universal software ra-
dio peripheral (USRP) with consumer-grade cellular antennas
to sample three cellular bands and store the samples on a
desktop computer for off-line processing. The stored samples
were post-processed with the 3G and 4G cellular modules
of ASPIN Laboratory’s SDR, called MATRIX: Multichannel
Adaptive TRansceiver Information eXtractor [32]. The SDR
produces navigation observables: Doppler frequency, carrier
phase, and pseudorange, along with the correspondingC/N0.
The hardware setup is shown in Figure 1.

Flight Maneuvers
Two types of maneuvers were performed in each region. The
first is a teardrop-like pattern while climbing/descending. The
pattern has a focal point that is aligned with a geographic
point of interest. The measurements used to characterize
C/N0 and multipath were taken exactly above the geographic
point of interest to maintain the horizontal distance between
the aircraft and the cellular base stations. The second type of
maneuver is a grid-like pattern with many turns and straight
segments. Such patterns were used as a stress test on ASPIN
Laboratory’s SDRs to assess the performance of signal acqui-
sition, tracking loops, and navigation solution. The two types
of maneuvers are shown in Figure 2.
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Figure 1. Hardware setup with which the C-12 aircraft was
equipped.
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Figure 2. Maneuvers performed by the C-12 aircraft. The
altitude step and elevation angle are denoted by ∆h and θ,

respectively.

Flight Regions
Figure 3 shows the regions in which the experiments were
performed: (i) Region A, a rural region in Edwards, Califor-
nia, USA and (ii) Region C, an urban region in Riverside,
California, USA.

3. RECEIVED C/N0 CHARACTERIZATION

This section characterizes the C/N0 of received cellular
signals in regions A and C. Different channel models are
evaluated to find the best model that represents the C/N0 be-
havior. The precision of navigation observables (pseudorange
and carrier phase) is a function ofC/N0, which ultimately de-
termines the precision of the navigation solution. As its name
suggests, the pseudorange is not quite the range between the
transmitter and the receiver, but the sum of the range and
the bias due to the difference between the transmitter and
receiver’s clocks. Essentially, the pseudorange measurement
is constructed by measuring the time-of-arrival (TOA) of the
signal. The TOA is obtained by correlating the received
cellular signals with known synchronization sequences [24].
The C/N0 can be calculated according to [41]

C/N0 =
C

N0

=
C

σ2
noiseT

,

where C is the carrier power in Watts (W), N0 is the noise
power spectral density in W/Hz, which can b expressed as
N0 = σ2

noiseT , where σ2
noise is the discretized noise variance
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Figure 3. Regions A and C in which the flight campaigns
took place. The yellow pins in the left figure represent 3G
and 4G cellular towers that were mapped and analyzed in
this study. The right figures show the aircraft trajectory in

both regions (shown in red). Geographic points of interest in
each region, shown in green crosses, were chosen according

to the designed trajectories.

and T is the accumulation period, or the period over which
correlation is performed. Typically, the C/N0 should be
above 35 dB-Hz for reliable acquisition, and above 25 dB-Hz
to maintain track [41]. High sensitivity receivers can acquire
and track at lower values of C/N0 [44–46].

Free-Space Path Loss Model
The free-space path loss (FSPL) model is a simple, yet
informative for aerial vehicles’ wireless channels. The FSPL
accounts only for the propagation loss between two isotropic
radiators in free space and can be expressed as [47]

C

N0

(h) =
C

N0

(R0)− 10α log10
√
D + w, (1)

where R0 is the initial range; D is the line-of-sight given
by D = d2 + h2, where d and h are the horizontal and
vertical distances to the tower, respectively; α is the pathloss
exponent; and w is a zero-mean random variable. Figure 4
depicts the variables involved in the FSPL model.

The measured C/N0 as a function of altitudes for Region A
and both signal types (3G CDMA and 4G LTE) are shown in
Figures 5 and 6. Also shown are the FSPL model fit, where
the pathloss exponent was assumed to be α = 2 (free space).
The aircraft-mounted SDR was able to maintain tracking of
all acquired cellular signals up to the maximum altitude it
reached, namely 23,000 ft AGL.

The C/N0 for six 3G and 4G base stations in Region C are
plotted as a function of the horizontal distance in Figure 7. It
is worth noting that the aircraft was flying at an altitude of a
little above 16,000 ft AGL. At such an altitude, the elevation
angles are very high. Since cellular base station antennas are
tilted downwards and are directional in the elevation direc-
tion, the loss due to the directive radiation pattern of cellular
base station antennas dominate the pathloss. This explains
why some of the C/N0s in Figure 7 have an increasing trend,
especially at shorter horizontal distances where the change
in elevation angle is more significant. The big hole between
22 to 38 km in Figure 7 is purely due to the fact that some
cellular towers happened to be located either too close or too

far with respect to the trajectory traversed by the aircraft. In
other words, none of the lines get disconnected in this gap;
instead, theC/N0 of the two base stations in the region below
the 22 km horizontal distance are different from the four base
stations in the region right to the 38 km horizontal distance.
The aircraft-mounted SDR was able to maintain tracking of
cellular towers as far as 50 km away.

h

d

D

Tower
Tower plane

Ground plane

θ

Aircraft

Figure 4. The free path loss model diagram.
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Figure 5. The C/N0 of 7 3G towers as a function of
altitude in Region A. The model fit is obtained by fitting the

measured data to (1) for α = 2.
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Figure 6. The C/N0 of 14 4G towers as a function of
altitude in Region A. The model fit is obtained by fitting the

measured data to (1) for α=2.

Two-Ray Model
Next, a more sophisticated model is evaluated, namely the
two-ray model. The two-ray model can be expressed as [47]

C

N0

(D) =
C

N0

(D0)− 20 log10

[

rp

∣

∣

∣

∣

1

D
+ Γ(ψ)

e−j∆φ

D +∆D

∣

∣

∣

∣

]

,
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where

Region: C, Signal type: 3G and LTE
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Figure 7. The C/N0 as a function of the horizontal distance
for four 3G towers (blue, red, yellow, and purple) and two

LTE towers (green and light blue). The aircraft was flying at
an altitude a little above 16,000 ft AGL.

∆D ,
√

(hA + hS)2 + d2 −
√

(hA − hS)2 + d2,

∆φ ,
2π∆D

λ
,

Γ(ψ) ,
ǫg sinψ −

√

ǫg − cos2 ψ

ǫg sinψ +
√

ǫg − cos2 ψ
,

where ǫg is the relative permittivity of the ground; hA and hS
are the aircraft’s and cellular tower’s altitude, respectively; d
is the horizontal distance; D is the line-of-sight distance; rp
is the antenna radiation pattern defined as rp = cos(θ)β , with
θ and β = 100 being the elevation angle and the radiation
pattern exponent, respectively; and ψ is the angle between
the ground and the reflected ray. The C/N0 of one 4G towers
and one 3G tower as a function of horizontal distance in
Region A is shown in Figure 9. For the 4G tower, the far-field
two-ray model (green curve) appears to capture the measured
C/N0 (red dots) sufficiently accurately. It is worth noting
that the far-field model does not account for the antenna’s
radiation pattern. However, this did not affect the model
fitting, since the tower was already far enough (it was tracked
from about 16 km through about 36 km). For the 3G tower,
the far-field model (orange curve) did not fit the measured
C/N0 (blue dots) well for small horizontal distances. This
discrepancy is due to not accounting for the tower’s antenna
directivity, which plays a significant role at lower horizontal
distances. By accounting to the radiation pattern into the far-
field model, a closer fit to the measured C/N0 was achieved
(magenta curve). Nevertheless, a slight mismatch can be seen
at horizontal distances less than 10 km, even after accounting
for the elevation angle between the aircraft and the cellular
tower antenna, which could be due to the fact that the tilting
angle of the tower’s antenna is not exactly known.

Discussion
The obtained C/N0 results demonstrate the promise of uti-
lizing cellular signals for aircraft navigation. It was observed
that both 3G CDMA and 4G LTE signals exhibited measured
C/N0 between 25 and 55 dB-Hz at altitudes of 2,000–23,000
ft AGL. The aircraft-mounted SDRs were able to maintain
reliable tracking of acquired cellular signals throughout as
the aircraft ascended/descended along the teardrop flight tra-
jectory. In addition, cellular signals were tracked up to a
horizontal distance of 50 km, while flying at about 16,000
ft AGL. These unprecedented results are the first of their
kind, showing the tremendous potential of cellular signals for
aircraft navigation.

D

Aircraft

Tower

Ground plane

∆h

dθ
hA

hS

  

Tower plane

Figure 8. The two-ray model diagram.

The two-ray propagation model appears to fit the measured
C/N0 when flying at an altitude of 16,000 ft AGL, when
the cellular transmitter’s horizontal distances ranged between
10 km and about 33 km. For distances lower than 10 km,
the mismatch between the measured C/N0 and the two-
ray model fit grew. Incorporating the transmitter’s antenna
radiation pattern reduced this mismatch, albeit did not remove
completely. This could be due to the fact that the exact
radiation pattern of the transmitter is not precisely known.

4. CONCLUSION
This paper characterized the received C/N0 of terrestrial
cellular 3G and 4G signals on a Beechcraft C-12 Huron,
a fixed-wing U.S. Air Force aircraft. Two types of flight
patterns were performed in two different regions. It was
observed that cellular signals are surprisingly powerful at
both (i) high altitudes, exhibiting C/N0 of 25–55 dB-Hz at
altitudes of 2,000–23,000 ft above ground level (AGL) and
(ii) faraway horizontal distances, exhibiting C/N0 of about
30 dB-Hz for towers as far as 50 km, while flying at about
16,000 ft AGL. In addition, two propagation models were
evaluated to describe the behavior of the measured C/N0:
(i) free-space path loss model and (ii) two-ray model. It
was observed that the two-ray model fits the measured C/N0

sufficiently well, for towers more than 10 km away, while
flying at an altitude of 16,000 ft AGL. For towers closer than
10 km, the antenna radiation pattern should be incorporated
into the two-ray model to improve model fitting.
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G. Seco-Granados, “Survey of cellular mobile radio
localization methods: From 1G to 5G,” IEEECommuni-
cations Surveys Tutorials, vol. 20, no. 2, pp. 1124–1148,
2018.

[14] T. Kang, H. Lee, and J. Seo, “TOA-based ranging
method using CRS in LTE signals,” Journal of Ad-
vanced Navigation Technology, vol. 23, no. 5, pp. 437–
443, October 2019.

[15] J. Khalife and Z. Kassas, “Opportunistic UAV nav-
igation with carrier phase measurements from asyn-
chronous cellular signals,” IEEE Transactions on
Aerospace and Electronic Systems, vol. 56, no. 4, pp.
3285–3301, August 2020.

[16] N. Ikhtiari, “Navigation in GNSS denied environments
using software defined radios and LTE signals of op-
portunities,” Master’s thesis, University of Canterbury,
Christchurch, New Zealand, 2019.

[17] P. Wang and Y. Morton, “Multipath estimating delay
lock loop for LTE signal TOA estimation in indoor and
urban environments,” IEEE Transactions on Wireless
Communications, vol. 19, no. 8, pp. 5518–5530, 2020.

[18] J. Gante, L. Sousa, and G. Falcao, “Dethroning GPS:
Low-power accurate 5G positioning systems using ma-
chine learning,” IEEE Journal on Emerging and Se-
lected Topics in Circuits and Systems, vol. 10, no. 2,
pp. 240–252, June 2020.

[19] H. Dun, C. Tiberius, and G. Janssen, “Positioning in
a multipath channel using OFDM signals with car-

5



rier phase tracking,” IEEE Access, vol. 8, pp. 13 011–
13 028, 2020.

[20] P. Wang and Y. Morton, “Performance comparison of
time-of-arrival estimation techniques for LTE signals
in realistic multipath propagation channels,” NAVIGA-
TION, Journal of the Institute of Navigation, vol. 67,
no. 4, pp. 691–712, December 2020.

[21] J. Mortier, G. Pages, and J. Vila-Valls, “Robust TOA-
based UAS navigation under model mismatch in GNSS-
denied harsh environments,” Remote Sensing, vol. 12,
no. 18, pp. 2928–2947, September 2020.

[22] T. Kazaz, G. Janssen, J. Romme, and A. Van der Veen,
“Delay estimation for ranging and localization using
multiband channel state information,” IEEE Transac-
tions on Wireless Communications, pp. 1–16, Septem-
ber 2021.

[23] A. Abdallah and Z. Kassas, “UAV navigation with 5G
carrier phase measurements,” in Proceedings of ION
GNSS Conference, September 2021, pp. 3294–3306.

[24] Z. Kassas, “Position, navigation, and timing technolo-
gies in the 21st century,” J. Morton, F. van Diggelen,
J. Spilker, Jr., and B. Parkinson, Eds. Wiley-IEEE,
2021, vol. 2, ch. 38: Navigation with Cellular Signals
of Opportunity, pp. 1171–1223.

[25] Z. Kassas, M. Maaref, J. Morales, J. Khalife, and
K. Shamaei, “Robust vehicular localization and map
matching in urban environments through IMU, GNSS,
and cellular signals,” IEEE Intelligent Transportation
Systems Magazine, vol. 12, no. 3, pp. 36–52, June 2020.

[26] M. Driusso, C. Marshall, M. Sabathy, F. Knutti,
H. Mathis, and F. Babich, “Vehicular position tracking
using LTE signals,” IEEE Transactions on Vehicular
Technology, vol. 66, no. 4, pp. 3376–3391, April 2017.

[27] J. del Peral-Rosado, O. Renaudin, C. Gentner,
R. Raulefs, E. Dominguez-Tijero, A. Fernandez-
Cabezas, F. Blazquez-Luengo, G. Cueto-Felgueroso,
A. Chassaigne, D. Bartlett, F. Grec, L. Ries, R. Prieto-
Cerdeira, J. Lopez-Salcedo, and G. Seco-Granados,
“Physical-layer abstraction for hybrid GNSS and 5G
positioning evaluations,” in Proceedings of IEEE Vehic-
ular Technology Conference, September 2019, pp. 1–6.

[28] C. Yang and A. Soloviev, “Mobile positioning with
signals of opportunity in urban and urban canyon envi-
ronments,” in Proceedings of IEEE/ION Position, Loca-
tion, and Navigation Symposium, April 2020, pp. 1043–
1059.

[29] M. Maaref and Z. Kassas, “Autonomous integrity mon-
itoring for vehicular navigation with cellular signals
of opportunity and an IMU,” IEEE Transactions on
Intelligent Transportation Systems, 2021, accepted.

[30] J. Khalife and Z. Kassas, “Precise UAV navigation with
cellular carrier phase measurements,” in Proceedings of
IEEE/ION Position, Location, and Navigation Sympo-
sium, April 2018, pp. 978–989.

[31] K. Shamaei and Z. Kassas, “Sub-meter accurate UAV
navigation and cycle slip detection with LTE car-
rier phase,” in Proceedings of ION GNSS Conference,
September 2019, pp. 2469–2479.

[32] Z. Kassas, J. Khalife, A. Abdallah, and C. Lee, “I am
not afraid of the jammer: navigating with signals of op-
portunity in GPS-denied environments,” in Proceedings
of ION GNSS Conference, 2020, pp. 1566–1585.

[33] G. Athanasiadou, M. Batistatos, D. Zarbouti, and

G. Tsoulos, “LTE ground-to-air field measurements in
the context of flying relays,” IEEE Wireless Communi-
cations, vol. 26, no. 1, pp. 12–17, February 2019.

[34] X. Cai, N. Wang, J. Rodriguez-Pineiro, X. Yin,
A. Yuste, W. Fan, G. Zhang, G. Pedersen, and L. Tian,
“Low altitude air-to-ground channel characterization in
LTE network,” in Proceedings of European Conference
on Antennas and Propagation, April 2019, pp. 1–5.

[35] W. Khawaja, I. Guvenc, D. Matolak, U. Fiebig, and
N. Schneckenburger, “A survey of air-to-ground propa-
gation channel modeling for unmanned aerial vehicles,”
IEEE Communications Surveys & Tutorials, vol. 21,
no. 3, pp. 2361–2391, 2019.

[36] A. Abdalla and V. Marojevic, “Communications stan-
dards for unmanned aircraft systems: The 3GPP per-
spective and research drivers,” IEEE Communications
Standards Magazine, vol. 5, no. 1, pp. 70–77, March
2021.

[37] R. Amorim, J. Wigard, I. Kovacs, and T. Sorensen,
“UAV communications for 5G and beyond,” Y. Zeng,
I. Guvenc, R. Zhang, G. Geraci, and D. Matolak, Eds.
Wiley-IEEE, 2021, ch. 5: Performance Enhancements
for LTE-Connected UAVs: Experiments and Simula-
tions, pp. 139–161.

[38] Qualcomm Technologies, Inc., “LTE unmanned aircraft
systems,” Tech. Rep. 1.0.1, May 2017. [Online].
Available: https://www.qualcomm.com/documents/
lte-unmanned-aircraft-systems-trial-report/

[39] Y. Zeng, Q. Wu, and R. Zhang, “Accessing from the sky:
A tutorial on UAV communications for 5G and beyond,”
Proceedings of the IEEE, vol. 107, no. 12, pp. 2327–
2375, December 2019.

[40] E. Kim and Y. Shin, “Feasibility analysis of LTE-
based UAS navigation in deep urban areas and DSRC
augmentation,” Sensors, vol. 19, no. 9, pp. 4192–4207,
April 2019.

[41] P. Misra and P. Enge, Global Positioning System: Sig-
nals, Measurements, and Performance, 2nd ed. Ganga-
Jamuna Press, 2010.

[42] J. Khalife and Z. Kassas, “Navigation with cellular
CDMA signals – part II: Performance analysis and ex-
perimental results,” IEEE Transactions on Signal Pro-
cessing, vol. 66, no. 8, pp. 2204–2218, April 2018.

[43] K. Shamaei and Z. Kassas, “LTE receiver design and
multipath analysis for navigation in urban environ-
ments,” NAVIGATION, Journal of the Institute of Navi-
gation, vol. 65, no. 4, pp. 655–675, December 2018.

[44] A. Razavi, D. Gebre-Egziabher, and D. Akos, “Carrier
loop architectures for tracking weak GPS signals,” IEEE
Transactions on Aerospace and Electronic Systems,
vol. 44, no. 2, pp. 697–710, 2008.

[45] M. Lashley, D. Bevly, and J. Hung, “Performance anal-
ysis of vector tracking algorithms for weak GPS signals
in high dynamics,” IEEE Journal of Selected Topics in
Signal Processing, vol. 3, no. 4, pp. 661–673, August
2009.

[46] C. Zhu and X. Fan, “A novel method to extend coherent
integration for weak GPS signal acquisition,” IEEE
Communications Letters, vol. 19, no. 8, pp. 1343–1346,
2015.

[47] T. Rappaport,Wireless communications: principles and
practice. Prentice hall PTR New Jersey, 1996, vol. 2.

6



BIOGRAPHY[

Zaher (Zak) M. Kassas is an associate
professor at the University of California,
Irvine and director of the Autonomous
Systems Perception, Intelligence, and
Navigation (ASPIN) Laboratory. He re-
ceived a B.E. in Electrical Engineering
from the Lebanese American University,
an M.S. in Electrical and Computer En-
gineering from The Ohio State Univer-
sity, and an M.S.E. in Aerospace En-

gineering and a Ph.D. in Electrical and Computer Engi-
neering from The University of Texas at Austin. In 2018,
he received the National Science Foundation (NSF) Faculty
Early Career Development Program (CAREER) award, and
in 2019, he received the Office of Naval Research (ONR)
Young Investigator Program (YIP) award. He is a recipient of
2018 IEEE Walter Fried Award, 2018 Institute of Navigation
(ION) Samuel Burka Award, and 2019 ION Col. Thomas
Thurlow Award. He is an Associate Editor for the IEEE
Transactions on Aerospace and Electronic Systems and the
IEEE Transactions on Intelligent Transportation Systems.
His research interests include cyber-physical systems, esti-
mation theory, navigation systems, autonomous vehicles, and
intelligent transportation systems.

Ali Abdallah is a Ph.D. student in the
Department of Electrical Engineering
and Computer Science (EECS) at the
University of California, Irvine (UCI)
and a member of the Autonomous Sys-
tems Perception, Intelligence, and Nav-
igation (ASPIN) Laboratory. He is
a recipient of the Best Student Paper
Award at the 2020 IEEE/ION Position,
Location, and Navigation Symposium

(PLANS) and the Grand Prize of the 2020 IEEE Signal
Processing Society video contest for beamforming research
(5-MICC).

Joe Khalife is a postdoctoral fellow
at the University of California, Irvine
and member of the Autonomous Sys-
tems Perception, Intelligence, and Nav-
igation (ASPIN) Laboratory. He re-
ceived a B.E. in Electrical Engineer-
ing, an M.S. in Computer Engineering
from the Lebanese American University
(LAU) and a Ph.D. in Electrical Engi-
neering and Computer Science from the

University of California, Irvine. From 2012 to 2015, he
was a research assistant at LAU, and has been a member
of the ASPIN Laboratory since 2015. He is a recipient
of the 2016 IEEE/ION Position, Location, and Navigation
Symposium (PLANS) Best Student Paper Award and the 2018
IEEE Walter Fried Award. His research interests include op-
portunistic navigation, autonomous vehicles, and software-
defined radio.

Chiawei Lee is an Assistant Professor
and Instructor Flight Test Engineer at
the U.S. Air Force Test Pilot School.
He serves as the Test Management Pro-
gram Director where he oversees about
a dozen student and staff led flight test
projects each year. In addition, he is
the Chief Test Safety Officer responsible
for the safe execution of curriculum and
flight test project safety packages. He

received a B.S. in Aerospace Engineering from University of
California, Los Angeles and a M.S. in Aero/Astro Engineer-
ing from Stanford University.

Juan Jurado is a U.S. Air Force Lieu-
tenant Colonel and the Director of Ed-
ucation at the U.S. Air Force Test Pilot
School. He holds a B.S. from Texas A&M
University, a M.S. from the Air Force
Test Pilot School, and M.S. and Ph.D.
from the Air Force Institute of Technol-
ogy. Previously, he served as Director
of Engineering for the 413th Flight Test
Squadron and oversaw various C-130,

V-22, and H-1 flight test programs. His research interests
include aircraft performance modeling, online sensor cal-
ibration, image processing, visual-inertial navigation, and
statistical sensor management for multi-sensor navigation
problems.

Steven Wachtel is a U.S. Air Force Cap-
tian and a Flight Test Engineer, assigned
to the 780th Test Squadron, Eglin AFB,
FL. He received a B.S. in Mechanical
Engineering from The Ohio State Uni-
versity, an M.S. in Flight Test Engineer-
ing from the U.S. Air Force Test Pilot
School, and an M.S. in Systems Engi-
neering from the Air Force Institute of
Technology.

Thomas Hulsey is a U.S. Air Force
Flight Commander of Operations Engi-
neering. He received a B.S. in Aerospace
Engineering from Missouri University
of Science and Technology, an M.S. in
Aeronautical Engineering from the Air
Force Institute of Technology, and an
M.S. in Experimental Flight Test Engi-
neering from the United States Air Force
Test Pilot School.

7



Zachary Hoeffner is a flight test en-
gineer at the U.S. Air Force. He re-
ceived a a B.S in Nuclear Engineering
from the U.S. Air Force Academy, an
M.S. in Flight Test Engineering from
the U.S. Air Force Test Pilot School, an
M.S. in Engineering Physics and Ap-
plied Physics from the Air Force Institute
of Technology, and an M.S. in Nuclear
Engineering from the Air Force Institute

of Technology.

Jacob Duede is a Major in the U.S. Air
Force. He was trained as a Communi-
cation/Navigation/Mission Systems ap-
prentice on C-17 Globmaster II aircraft
and stationed at McChord Air Force
Base, WA. He graduated from the U.S.
Air Force Academy as a commissioned
officer with a B.S. in Mechanical Engi-
neering. He attended the Undergraduate
Pilot Training at Columbus Air Force

Base, MS. In 2020, he graduated from the U.S. Air Force Test
Pilot School at Edwards Air Force Base, CA. He is a Senior
Pilot with over 2,000 hours and holds an M.S. in Engineering
from the University of Arkansas and an M.S. in Flight Test
Engineering from Air University.

Rachel Quirarte is a KC-46 and
KC-135 programmatic flight comman-
der and test pilot in the 418th Flight
Test Squadron in the U.S. Air Force.
She received a a B.S. in Aeronautical
Engineering from the U.S. Air Force
Academy, an M.S. in Flight Test En-
gineering from the U.S. Air Force Test
Pilot School, and an M.S. in Mechanical
Engineering from Rice University.

RunXuan Tay received a B.S. degree
in Electrical Engineering from the Uni-
versity California, San Diego and M.S.
degree in Flight Test Engineering from
the U.S. Air Force Test Pilot School. He
is currently a test pilot at Air Warfare
Center, Republic of Singapore Air Force,
where he works on fixed wing test pro-
grams.

8



Robust Receiver Design for High Altitude Aircraft
Navigation with Terrestrial Cellular Signals

Zaher M. Kassas
The Ohio State University

Columbus, OH, USA
zkassas@ieee.org

Shaghayegh Shahcheraghi
The Ohio State University

Columbus, OH, USA
shahcheraghi.1@osu.edu

Ali Kaiss
The Ohio State University

Columbus, OH, USA
kaiss.1@osu.edu

Chiawei Lee
United States Air Force

Edwards Air Force Base, CA, USA

Juan Jurado
United States Air Force

Edwards Air Force Base, CA, USA

Steven Wachtel
United States Air Force

Edwards Air Force Base, CA, USA

Jacob Duede
United States Air Force

Edwards Air Force Base, CA, USA

Zachary Hoeffner
United States Air Force

Edwards Air Force Base, CA, USA

Thomas Hulsey
United States Air Force

Edwards Air Force Base, CA, USA

Rachel Quirarte
United States Air Force

Edwards Air Force Base, CA, USA

RunXuan Tay
Republic of Singapore Air Force

Singapore, Republic of Singapore

Abstract—A robust receiver design to exploit long-term evo-
lution (LTE) terrestrial cellular signals of opportunity (SOPs)
for high altitude aircraft navigation is presented. Conventional
receivers employ phase-locked loops (PLLs) to track the carrier
phase of received signals. In this paper, a Kalman filter (KF)
is developed to replace the receiver’s PLLs. To evaluate the
performance of the proposed receiver, a flight campaign was
conducted over two regions in California, USA: (i) Region A:
Edwards Air Force Base (rural) and (ii) Region B: Palmdale
(semi-urban). It is shown that the proposed receiver provides
robust tracking of received LTE signals compared to a con-
ventional PLL-based receiver, in which the latter could only
track intermittently, especially during sharp turns. The produced
carrier phase observables to 5 LTE eNodeBs in each region were
fused with altimeter data via an extended Kalman filter (EKF) to
estimate the aircraft’s trajectory. Over trajectories of 51 km and
57 km in regions A and B, traversed in 9 min and 11 min, at flying
altitudes of 5,000 and 7,000 ft above ground level, respectively,
the proposed KF-based receiver reduced the position root-mean
squared error (RMSE) by 74.8% and 30.7%, respectively, over
the PLL-based receiver.

Index Terms—Aircraft navigation, signals of opportunity, LTE

I. INTRODUCTION

Radio frequency interference (RFI) incidents in global nav-
igation satellite system (GNSS) bands have skyrocketed in
the past few years, jeopardizing safe and efficient aviation
operations [1]. National agencies, from the U.S. Department of
Transportation (USDOT) [2] to the National Institute of Stan-
dards and Technology (NIST) [3], and international agencies,
from the International Civil Aviation Organization (ICAO) [4],
[5] to the International Telecommunication Union (ITU) [6],

have called for both protecting against harmful RFI in GNSS
bands and to finding complementary navigation technologies.
In its highly regarded 2021 report, NIST identified signals of
opportunity (SOPs) and terrestrial RF sources (e.g., cellular)
as a mitigation category.

SOPs have demonstrated promising potential for navigation
when GNSS signals become unreliable or unavailable [7].
Even though these signals were not intended for navigation
purposes, researchers have shown that they can be exploited
for such purpose. SOPs can be terrestrial (e.g., AM/FM radio
[8]–[10], cellular [11]–[13], and digital television [14]–[16]),
or space-based (e.g., low Earth orbit (LEO) satellites [17]–[19]
and geostationary Earth orbit (GEO) satellites [20]).

Cellular SOPs have been shown to be particularly effective
as a navigation source in challenging GNSS environments,
such as indoors [21], [22], deep urban canyons [23], [24],
and intentionally GPS-jammed environments [25]. This is
attributed to their inherent features, which are desirable for
navigation: abundance, geometrical and spectral diversity, and
reception with a high carrier-to-noise ratio (CNR). When
it comes to aerial vehicle navigation, cellular signals have
yielded submeter-level accuracy on low altitude unmanned
aerial vehicles (UAVs) [26], [27] and meter-level accuracy on
high altitude aircraft [28]–[30].

Assessing cellular signals for aerial vehicles have been the
subject of several studies recently [31], [32]. These studies
span radio channel modeling [33], [34]; evaluation of signal
quality in terms of received signal power [35], [36], inter-
ference from cellular transmitters [37], [38], and coverage
and connectivity [39], [40]; and standards recommendations



[41], [42]. However, the majority of these studies focused on
evaluating cellular signals for communication purposes with
little attention to evaluating them for navigation purposes [43],
[44]. Moreover, they considered UAVs flying at low altitudes
(up to 500 ft) and slow speeds (up to 50 km/h).

To the authors knowledge, the first studies to evaluate the
potential of cellular signals for high altitude aircraft navigation
appeared in [28]–[30]. These studies were the result of an
unprecedented aerial campaign conducted by the Autonomous
Systems Perception, Intelligence, and Navigation (ASPIN)
Laboratory in collaboration with the United States Air Force
(USAF) at the Edwards Air Force Base (AFB), California,
USA. The cellular software-defined radios (SDRs) of the
ASPIN Laboratory were flown on a USAF Beechcraft C-
12 Huron, a fixed-wing aircraft, to collect ambient cellular
signals. This unique dataset consists of combinations of flights
run over rural and semi-urban environments with altitudes
ranging up to 23,000 ft and a multitude of trajectories and
maneuvers including straight segments, banking turns, holding
patterns, and ascending and descending teardrops, performed
by members of the USAF Test Pilot School.

Conventional receivers [45], including the one used in [28]–
[30], employ phase-locked loops (PLLs) to track the carrier
phase of received signals. Kalman filter (KF)-based tracking
loops are known to improve tracking robustness [46], [47],
which are adopted in this paper. The proposed KF-based
receiver was evaluated on recorded long-term evolution (LTE)
samples over two regions in California, USA: (i) Region A:
Edwards Air Force Base (rural) and (ii) Region B: Palmdale
(semi-urban). This paper shows that the KF-based receiver
provides robust tracking compared to a conventional PLL-
based receiver, in which the latter could only track inter-
mittently, especially during sharp turns. The produced carrier
phase observables to 5 LTE eNodeBs in each region were
fused with altimeter data via an extended Kalman filter (EKF)
to estimate the aircraft’s trajectory. Over trajectories of 51 km
and 57 km in regions A and B, traversed in 9 min and 11 min,
at flying altitudes of 5,000 and 7,000 ft above ground level
(AGL), respectively, the proposed KF-based receiver reduced
the position root-mean squared error (RMSE) by 74.8% and
30.7%, respectively, over the PLL-based receiver.

The rest of this article is organized as follows. Section
II describes the proposed KF-based tracking loops. Section
III evaluates the tracking performance of the proposed re-
ceiver. Section IV describes the EKF settings and compares
the aircraft navigation results obtained using the PLL-based
receiver versus the proposed KF-based receiver. Section V
gives concluding remarks.

II. PROPOSED KF-BASED TRACKING LOOPS

This section outlines the proposed KF-based tracking loops,
which are later shown to improve carrier phase tracking robust-
ness over PLL-based tracking. Aside from the tracking loops,
the remainder of the receiver components remain identical to
the receiver used in [28]–[30].

A. KF-based Tracking Design

In [28], it was shown that during aircraft banking, tracking
was lost, which resulted in large navigation error. One reason
for the tracking loss was that the PLL could not cope with such
high dynamics. To address this issue, the PLL is replaced with
a KF to track the carrier phase, Doppler, and Doppler rate.

1) Received Signal Dynamical Model: Using a Taylor
series expansion, the carrier phase of the received signal can
be represented as

θ = θ0 + θ̇(t)t+
1

2
θ̈(t)t2 + · · · . (1)

In this paper, the carrier phase is approximated up to its
second-order term to provide robust tracking by estimating
both the Doppler frequency and Doppler rate. The state vector
is defined as x(t) = [θ(t), θ̇(t), θ̈(t)], whose dynamics is
modeled as

ẋ(t) = Ax(t) +Bw̃(t) (2)

A =

0 1 0
0 0 1
0 0 0

 , B =

00
1

 ,

where w̃(t) is a zero-mean white noise process with power
spectral density qw̃. The continuous-time model in (2) is
discretized at a time interval, known as subaccumulation
interval, Tsub, yielding

xk+1 = Fxk +wk, (3)

where F = eATsub ; Tsub = LTs, where Ts is the baseband
sampling time, and L is the number of samples in
each Tsub; wk is a discrete-time process noise vector,
which is a zero-mean white sequence with covariance
Q = qω̃

∫ Tsub

0
eATsub(eATsub)Tdt.

B. Kalman Filter-Based Tracking Loop

In the proposed receiver, a third-order KF-based algorithm
is designed to track the carrier phase, Doppler frequency, and
Doppler rate. Denote θ̂k|k as the estimate of the state vector
at time-step k, given all the measurements up to time-step k.
The estimate of the state vector is θ̂ = [θ̂0, 2πf̂D, 2π

ˆ̇
fD]. The

initial state vector estimate is θ̂0|0 = [0, 2πfD0
, 0], where fD0

is estimated from the acquisition step. The estimated carrier

phase θ̂ = θ̂0+2πf̂DnTs+2π
ˆ
ḟD
2 n2T 2

s is used for both Doppler
and Doppler rate wipe-off according to r̃[n] = r[n] exp(−jθ̂),
where r[n] is the received baseband signal, which can be
expressed as

(4)r[n] = αc[τn − ts[n]] exp(jθ[τn])

+ d[τn − ts[n]] exp(jθ[τn]) + w[n],

where α is the complex channel gain between the receiver
and the eNodeB, τn is the sample time expressed in the
receiver time, c[n] is the periodic reference signal (namely,
the secondary synchronization signal (SSS) and cell-specific
reference signal (CRS), in this paper), ts[n] is the code phase



related to the distance between the receiver and the eNodeB at
the nth time instant, θ[τn] is the carrier phase in radians, d[τn]
represents the data samples transmitted from the eNodeB, and
w[n] the measurement noise, modeled as an independent and
identically distributed white noise.

Equivalently, the received signal can be represented as

r[n] = s[n] + wequ[n], (5)

where the desired received signal can be represented as

s[n] = αc[τn − ts[n]] exp(jθ[τn]) (6)

and the equivalent noise is

wequ[n] = d[τn − ts[n]] exp(jθ[τn]) + w[n]. (7)

After compensating for the carrier phase, the received signal
can be written as

r[n] = αc[τn − ts[n]] exp(jθ̃[τn]) + nk[n], (8)

where θ̃k[n] = θk[n] − θ̂k[n] is the carrier phase estimation
error. The wiped-off sequence is correlated with the locally
generated code. The angle of this correlation is considered as
the residual error and is fed as an innovation to the KF loop
using the observation model

zk = Hxk + vk, H =
[
1 0 0

]
, (9)

where vk is the observation noise, which is modeled as
discrete-time zero-mean white sequence with variance σ2

θ . Af-
ter calculating the innovation and performing a measurement-
update step, the posterior carrier phase state θ̂k|k is estimated
and used in the refinement of the tracking.

C. Carrier-Aided Delay-Locked Loop

The carrier-aided delay-locked loop (DLL) uses a dot-
product discriminator [48] to calculate the code phase error
using the prompt, early, and late correlations, represented by
Sp, Se, and Sl. The early and late correlations are computed
by correlating the received signal with an early and delayed
version of the prompt code sequence, respectively to yield

ek = C ·
[
(Ie,k − Il,k)Ip,k + (Qe,k −Ql,k)Qp,k

]
, (10)

where Sp,k = Ip,k + jQp,k, Se,k = Ie,k + jQe,k, and Sl,k =
Il,k + jQl,k and the constant C relates to the CNR and chip
interval. The DLL loop filter is a simple gain K, which relates
to the noise-equivalent bandwidth, Bn,DLL = K

4 = 0.05. The
output of the DLL filter, νDLL,k, is the rate of change of the
code phase, expressed in s

s . Assuming low-side mixing, the
code start time is updated at time intervals of Tsub according
to

t̂sk+1
= t̂sk − (νDLL,k +

f̂Dk

fc
)Tsub, (11)

where fc is the carrier frequency, f̂Dk is the Doppler frequency
estimated by the KF, and Tsub is the subaccumulation interval.

III. TRACKING RESULTS

To evaluate the performance of the proposed receiver, the
same LTE samples used in [28]–[30] was re-processed. The
tracking results from proposed receiver versus [30] are com-
pared in this section.

A. Region A

The first test trajectory is shown in Fig. 1. During this
flight, data was sampled from two LTE channels with carrier
frequencies at (i) 731.5 MHz, a 4G LTE channel allocated
for the US cellular provider T-Mobile, and (ii) 751 MHz,
a 4G LTE channel allocated for the US cellular provider
AT&T. The robustness of the proposed receiver is evaluated
by comparing its performance for the five eNodeBs that were
acquired and tracked in [30]. Fig. 2a illustrates the time history
of the pseudoranges obtained from carrier phase measurements
that were estimated using the proposed KF-based receiver
versus the ground truth ranges for the five LTE eNodeBs.
Fig. 2b shows the time history of the measured pseudoranges
estimated in [30] versus the ground truth ranges for those
five LTE eNodeBs. The results demonstrate that pseudorange
tracking is lost only for one eNodeB (around 350 s), while in
[30], tracking was lost for three eNodeBs, starting around 300
s, the time at which the aircraft performed a banking turn.

Ground truth

20 km

Fig. 1: Experimental environment in region A showing the
aircraft trajectory and the locations of the 5 LTE eNodeBs.

B. Region B

The second test trajectory is shown in Fig. 3. During this
flight, two LTE channels were sampled at (i) 731.5 MHz, a
4G LTE channel allocated for T-Mobile, and (ii) 739 MHz,
a 4G LTE channel allocated for Verizon. In [30], five LTE
eNodeBs were acquired and tracked during this flight. Fig. 4a
illustrates the time history of the pseudoranges estimated using
the proposed KF-based receiver versus the ground truth ranges
for the five LTE eNodeBs. Fig. 4b shows the time history of the
measured pseudoranges estimated in [30] versus the ground
truth ranges for those five LTE eNodeBs. It can be seen that
the KF-based receiver tracks more eNodeBs for longer time
compared with [30].



(a)

(b)

Fig. 2: Time history of the pseudoranges and the corresponding
true range in Region A using (a) the proposed KF-based
receiver and (b) the PLL-based received used in [30]. The
initial values of the pseudoranges were subtracted out for ease
of comparison.

C. Discussion

The results presented in Subsections III-A and III-B high-
light the robustness of the proposed KF-based tracking loop
compared to PLL-based tracking. Using a third-order KF
enabled tracking more eNodeBs for a longer period of time.
This improved performance is due to the fact that using a
third-order KF, the Doppler rate is also tracked. In addition,
in each iteration, the carrier phase error is used to update
the measurement variance, which affects Doppler estimation,
and improves the tracking. It is worth noting that the loss of
tracking in the proposed KF-based receiver could be attributed
to the blockage caused by the wings or the body of the aircraft,

Ground truth

10 km

Fig. 3: Experimental environment in region A showing the
aircraft trajectory and the locations of the 5 LTE eNodeBs.

which attenuate the signal. It could be also attributed to the
KF failing to keep up with highly dynamic aircraft maneuvers.
Investigation of this phenomenon is deferred to future research.

IV. NAVIGATION RESULTS

The produced carrier phase observables to five LTE eN-
odeBs in each region were fused with altimeter data via an
EKF to estimate the aircraft’s trajectory. The EKF used in this
paper is similar to the one adopted in [30]. The EKF settings
are summarized next.

The receiver and nth LTE eNodeB clock process noise
covariance matrices were set to

c2Qclkr =

[
4.22× 10−5 3.37× 10−7

3.37× 10−7 6.74× 10−5

]

c2Qclksn
=

[
3.59× 10−5 3.54× 10−9

3.54× 10−9 7.09× 10−7

]
,

where c is the speed of light and n = 1, 2, . . . , 5. The
measurement sampling time was T = 0.01 s. The jerk process
noise spectra were chosen to q̃N = q̃E = 15 m2/s5 and
q̃D = 5m2/s5. The altimeter measurement noise variance
σ2
alt(k) was set to 5m2. The measurement noise variance was

calculated from the CNR.
The navigation performance of the proposed receiver is

compared with PLL-based receiver in Table II and Table III
for both regions. Over trajectories of 51 km and 57 km in
regions A and B, traversed in 9 min and 11 min, at flying
altitudes of 5,000 and 7,000 ft AGL, respectively, the proposed
KF-based receiver reduced the position RMSE by 74.8% and
30.7%, respectively, over the PLL-based receiver. The PLL-
based receiver in [30] lost track of several eNodeBs during
the banking turns. It is worth noting that the results presented
in [30] included signals received from cellular 3G code-
division multiple access (CDMA), which yielded a meter-level
accurate navigation solution. These CDMA signals are omitted
in this papers to focus on assessing the performance of only
LTE signals. It is expected that adding the omitted CDMA
pseudoranges into the EKF would yield meter-level accurate
navigation which would be more accurate than the results
reported in [30].



(a)

(b)

Fig. 4: Time history of the pseudoranges and the corresponding
true range in Region B using (a) the proposed KF-based
receiver and (b) the PLL-based received used in [30]. The
initial values of the pseudoranges were subtracted out for ease
of comparison.

V. CONCLUSION

This paper presented a KF-based receiver design to track the
carrier phase of terrestrial cellular LTE signals on high altitude
aircraft. Re-processing the dataset recorded in the SNIFFER
flight campaign with the proposed KF-based receiver was
shown to produce robust tracking compared with a PLL-based
receiver. In addition, the produced carrier phase observables
were fused with altimeter data via an EKF to estimate the
aircraft’s trajectory. Over trajectories of 51 km and 57 km in
regions A and B, traversed in 9 min and 11 min, at altitude of
5,000 ft and 7,000 ft AGL, respectively, the proposed KF-
based receiver reduced the position RMSE by 74.8% and
30.7%, respectively, over the PLL-based receiver.

TABLE I: Navigation Performance in Region A

Metric PLL Proposed KF

Number of eNodeBs used 5 5
Cellular Frequency [MHz] 731.5 731.5

751 751
Flight duration [min] 9 9
Flight length [km] 44 44
Altitude AGL [ft] 5,000 5,000
Position RMSE [m] 119.25 30.03
Position error standard deviation [m] 88.51 20.79

TABLE II: Navigation Performance in Region B

Metric PLL Proposed KF

Number of eNodeBs used 5 5
Cellular Frequency [MHz] 731.5 731.5

739 739
Flight duration [min] 11 11
Flight length [km] 57 57
Altitude AGL [ft] 7,000 7,000
Position RMSE [m] 211.33 146.44
Position error standard deviation [m] 183.11 113.25
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Abstract—A receiver architecture for detection and tracking
of Starlink orthogonal frequency division multiplexing (OFDM)-
based signals is proposed. The proposed receiver enables ex-
ploiting all the transmitted periodic beacons of Starlink low
Earth orbit (LEO) signals to draw carrier phase, code phase,
and Doppler observables. The reference signals (RSs) of modern
OFDM-based systems contain both always-on and on-demand
components. These components can be unknown and subject
to dynamic transmission modes. Thanks to a matched subspace-
based detection algorithm, the proposed receiver is shown to
be capable of cognitive detection of both always-on and on-
demand components in the Starlink OFDM-based RSs. It is
shown that despite the dynamic nature of Starlink RSs, the
proposed matched subspace detector senses the transition between
the transmission modes of Starlink RSs, and detects all the
accessible RSs with a predetermined probability of false alarm.
Experimental results are provided to validate the performance of
the proposed receiver in transmission mode detection in Starlink
downlink signals.

Index Terms—Positioning, navigation, signals of opportunity,
low Earth orbit satellite, Starlink, OFDM, 5G, on-demand.

I. INTRODUCTION

Abundant man-made terrestrial and extraterrestrial signals
of opportunity (SOPs) have been shown to possess promising
features for positioning, navigation, and timing [1]–[4]. High
bandwidth and diverse synchronization signals of orthogonal
frequency division multiplexing (OFDM) signals in cellular
fourth-generation (4G) long-term evolution (LTE) and 5G new
radio (NR) systems enabled meter-level and decimeter-level
navigation on ground vehicles [5], [6] and unmanned aerial
vehicles (UAVs) [7], [8], respectively. Similarly to 4G LTE
and 5G NR, Starlink low Earth orbit (LEO) space vehicles
(SVs) also adopt OFDM [9] signals with considerably high
bandwidth [10]. While a single LTE channel has a bandwidth
of up to 20 MHz, the bandwidth of a single 5G NR channel
goes up to 100 MHz and 400 MHz for FR1 and FR2,
respectively [11]. On the other hand, Starlink downlink signals
occupy 250 MHz bandwidth of the Ku band to provide
high rate broadband connectivity [12]. The OFDM reference
signals (RSs) are spread across the whole bandwidth, which
promises good correlation properties, leading to high ranging
and localization accuracy.

This work was supported in part by the Office of Naval Research (ONR)
under Grant N00014-22-1-2242, in part by the Air Force Office of Scientific
Research (AFOSR) under Grant FA9550-22-1-0476, and in part by the U.S.
Department of Transportation (USDOT) under Grant 69A3552047138 for the
CARMEN University Transportation Center (UTC).

SOP-based navigation receivers typically rely on known
synchronization sequences or beacons transmitted by SOP
sources to draw time-of-arrival (TOA), direction-of-arrival
(DOA), and frequency-of-arrival (FOA) measurements [13].
Due to the unknown and dynamic nature of modern commu-
nication signals in private networks, such as Starlink, a naviga-
tion receiver that is based on reverse engineering the downlink
signals either (i) fails to exploit the whole available bandwidth
unless all RSs get determined or (ii) fails to operate if the
operator changes their signal. As such, designing receivers that
can cognitively acquire partially known, unknown, or dynamic
beacon signals is an emerging need for the future of cognitive
opportunistic navigation [14]–[17].

Cognitive opportunistic navigation [17] has recently been
introduced to address the following challenges of navigation
with SOPs in modern and private networks. First, opportunistic
navigation frameworks usually exploit the broadcast RSs for
navigation [13]. In public networks, these signals are known
by the user equipment (UE) and are universal across net-
work operators. Hence, they can be exploited for positioning
without the need for the UE to be a network subscriber.
However, in private networks, the signal specifications may
not be available to the public or are subject to change, which
makes acquiring and tracking these signals impossible for
conventional opportunistic navigation receivers [17]. Second,
conventional cellular networks broadcast RSs at regular and
known time intervals, regardless of the number of UEs in the
environments (e.g., the cell-specific reference signal (CRS)
in LTE). Modern communication systems, such as 5G NR,
minimize the transmission of always-on signals, by adopting
an ultra-lean design which entails transmitting some of the
RSs only when necessary or on-demand [18].

Matched subspace detectors have been widely adopted to
solve the detection problem of sources with unknown param-
eters in the presence of other interfering sources [19], [20]. In
the signal processing literature, matched subspace detectors
were used to detect the unknown signal activities in multiple-
input multiple-output (MIMO) radars, passive bistatic radars,
and blind array signal processing [21]–[23]. Recently, machine
learning approaches have also been proposed for unknown
transmitter detection, identification, and classification [24],
[25]. In the navigation literature, the detection of unknown
signals has been studied to design frameworks that are capable
of navigating with unknown or partially known signals. The
problem of detecting Galileo and Compass satellites signals
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was studied in [26], which revealed the spread spectrum codes
for these satellites. Preliminary experiments on navigation with
partially known signals from low and medium Earth orbit
satellites were conducted in [14]–[16], [27]. In particular, a
chirp parameter estimator was used in [14] to blindly estimate
the GPS pseudorandom noise (PRN) codes. In [16], a blind
channel estimator was proposed to exploit Orbcomm satellite
signals for navigation purposes. In [15], OFDM signals were
emulated from Orbcomm LEO SVs, and a fast Fourier trans-
form (FFT)-based Doppler estimator was proposed to exploit
these signals for navigation purposes.

The first positioning results with always-on Starlink SV
signals were presented in [28]–[30]. Following these studies,
[9] was the first to exploit Starlink’s OFDM signals for
navigation. The contribution of this paper is (i) the detection of
transmission mode change between on-demand and always-on
and (ii) tracking the carrier phase when the on-demand signal
is not beamed towards the receiver.

The rest of this paper is organized as follows. Section
II presents the received baseband signal model. Section III
summarizes the receiver architecture. Section IV presents
experimental results. Section V gives concluding remarks.

II. SIGNAL MODEL

The frame structure in OFDM-based transmission is either
fixed or identified based on the physical requirements [31].
Each OFDM frame contains always-on and on-demand RSs
which are transmitted for synchronization and channel estima-
tion purposes. The period of the RSs is usually equal to the
frame length of the OFDM signal. Acquisition and tracking
OFDM RSs require knowledge of the frame length. While the
frame length is known in public networks, such as 5G NR, it is
usually unknown (and subject to change) in private networks,
e.g., Starlink LEO broadband system. For private networks,
the frame length should be estimated and updated cognitively.
Estimation of the frame length of Starlink LEO downlink is
discussed in [9].

A. Baseband Signal Model

The common feature of always-on and on-demand RSs is
periodicity. If a subcarrier is being periodically transmitted, it
will get detected, estimated, and used to derive carrier phase,
code phase, and Doppler observables. The channel between
the ith satellite and the UE is considered to have a single tap
with a complex channel gain αi. Denoting a continuous-time
beacon at time t by c(t), and the discrete-time beacon at time
instant n by c[n], the received baseband signal samples can
be modeled as

r[n] =
N∑
i=1

αi[n]
(
cIi (τr[n]) + cIIi (τr[n]) + di (τr[n])

)
exp (jθi[n])

+ w[n], (1)

where r[n] is the received signal at the nth time instant; αi[n]
is the complex channel gain between the UE and the ith
satellite at time instant n; and τr[n] ≜ τn − tsi [n], where

tsi [n] is the code-delay corresponding to the UE and the ith
satellite at the nth time instant, and τn is the sample time
expressed in the receiver time. Moreover, N is the number of
unknown satellite RSs; cIi[n] and cIIi [n] represent the samples
of the always-on waveform cIi(t) and on-demand waveform
cIIi (t) periodic RSs corresponding to the ith satellite with a
period of L samples, respectively; θi[n] = 2πfDi [n]Tsn is the
carrier phase in radians, where fDi

[n] is the Doppler frequency
at the nth time instant and Ts is the sampling time; di[n]
represents the samples of some data transmitted from the ith
satellite; and w[n] is a zero-mean independent and identically
distributed noise with E {w[m]w∗[n]} = σ2

wδ[m − n], where
δ[n] is the Kronecker delta function, and w∗[n] denotes the
complex conjugate of random variable w[n]. By defining
ci[n] ≜ cIi[n] + cIIi [n], the received signals can be expressed
in terms of the equivalent RS from the ith satellite, denoted
by si[n], and the equivalent noise, denoted by weqi

, which are
defined as

si[n] ≜ αi[n]ci(τn − tsi [n]) exp (jθi[n]) , (2)

weqi
[n] = αi[n]di(τn − tsi [n]) exp (jθi[n]) + w[n]. (3)

Using (2) and (3), the baseband samples can be rewritten
as

r[n] =

N∑
i=1

(
si[n] + weqi

[n]
)
. (4)

Remark 1: In this paper, the Doppler frequency is modeled
as a linear chirp, i.e., fDi [n] = fDi0

+ βiTsn, where fDi0
[n]

is the initial Doppler frequency and βi[n] is the Doppler rate.
Definition 1: The CPI is defined as the number of periods

of an RS in a time interval during which the Doppler fDi0
,

Doppler rate βi, delay tsi , and channel gain αi, are considered
to be constant.

III. RECEIVER ARCHITECTURE

This section summarizes the receiver architecture.

A. Acquisition

The received signal at the nth time instant when
the Doppler rate is wiped-off is denoted by r′[n] ≜
exp(−j2πβiT

2
s n

2)r[n]. Due to the periodicity of c(τn), si[n]
has the following property

si[n+mL] = si[n] exp (jωimL) 0 ≤ n ≤ L− 1, (5)

where ωi = 2πfDi0
Ts is the normalized Doppler, correspond-

ing to the ith transmitting satellite, and −π ≤ ωi ≤ π. A vector
of L observation samples corresponding to the mth period of
the signal is formed as zm ≜ [r′[mL], r′[mL+1], . . . , r′[(m+
1)L−1]]T. The CPI vector is constructed by concatenating K
number of zm vectors to form the KL× 1 vector

y =

N∑
i=1

Hisi +w, (6)

where si = [si[1], si[2], . . . , si[L]]
T, and the

KL × L Doppler matrix is defined as Hi ≜
[IL, exp (jωiL) IL, . . . , exp (jωi(M − 1)L) IL]

T, where
IL is an L × L identity matrix, and w is the noise vector.
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Similar to [9], the concept of sequential matched subspace
detection is used to provide an initial estimate for the unknown
parameters which are: (i) the number of unknown satellites,
(ii) corresponding RSs, and (iii) the chirp parameters. A
hypothesis testing problem is solved sequentially in multiple
stages to detect the active satellites in the environment.
Unlike [17], where a constant Doppler subspace was used
to distinguish between different satellites, in this paper, the
matched subspace is defined based on the chirp parameters
of each satellite. At each stage, a test is performed to
detect the most powerful satellite, while the chirp subspace
of the previously detected satellite RSs are nulled. The
so-called general linear detectors [32] is used at each stage
of the sequential detection algorithm. In the first stage of
the sequential algorithm, the presence of a single satellite is
tested and if the null hypothesis is accepted, then N̂ ≡ 0,
which means that no satellite is detected to be present in
the environment under the test. If the test rejects the null
hypothesis, the algorithm asserts the presence of at least one
satellite and performs the test to detect the presence of other
satellites in the presence of the previously detected satellite.
The unknown chirp parameters and the RSs of each satellite
are estimated at each stage. In general, if the null hypothesis
at the ith level of the sequential algorithm is accepted, the
algorithm is terminated and the estimated number of satellites
will be N̂ = i − 1. It should be pointed out that while [17]
only considered the Doppler space to distinguish between
different unknown satellite RSs, in this paper, the Doppler
rate space is also used to define the satellite subspace.

The detection problem of the ith RS is defined as a binary
hypothesis test{

Hi
0 : ith satellite is absent

Hi
1 : ith satellite is present. (7)

Under Hi
1, the signal model can be expressed as

y = Hisi +Bi−1θi−1 +weqi
, (8)

where, Bi−1 ≜ [H1,H2, . . . ,Hi−1] and θi−1 ≜
[sT1 , s

T
2 , . . . , s

T
i−1]

T stores the chirp parameters and estimated
RS in the previous steps. The decision criterion for the
satellite detection is developed based on the Generalize
Likelihood Ratio (GLR) (see [32, Section 9.4.3]). The
likelihood of the GLR detector is derived as

Li(y|ωi, βi) =
yHPSi

y

yHP⊥
Bi−1

P⊥
Si
P⊥

Bi−1
y
, (9)

for a given normalized Doppler frequency, Doppler rate, and
CPI, denoted by ωi, and βi. Vector yH is the Hermitian
transpose of y, PX ≜ X(XHX)−1XH, denotes the projection
matrix to the column space of X, and P⊥

X ≜ I−PX denotes
the projection matrix onto the space orthogonal to the column
space of X. Also, Si = P⊥

Bi−1
Hi. It should be pointed out

that HH
i P

⊥
Bi−1

Hi = λiI, where the scalar λi is the Schur
complement of block Ci−1, i.e., the upper (i − 1) × (i − 1)
block of the matrix Ci, whose ijth element is [17]

cij ≜
K−1∑
k=0

exp (j(ωj − ωi)Lk) . (10)

It can be seen from (10) that the elements of the matrix Ci,
and consequently the scalar λi, are scalar functions of the
Doppler frequency difference between the ith satellite and the
previously detected satellites.

The simplified likelihood can be written as [17]

L∗
i (y) = argmax

ωi,βi

∥λ−1
i ĤH

i P̂
⊥
Bi−1

y∥2

∥P̂⊥
Bi−1

y∥2 − ∥λ−1
i ĤH

i P̂
⊥
B̂i−1

y∥2
. (11)

The likelihood should be compared with a predetermined
threshold ηi which is designed based on a particular prob-
ability of false alarm.

The ML estimates of the chirp parameters, i.e., f̂Di , β̂i,
can be obtained by maximizing Li(y). Accordingly, the least
squares (LS) estimate of the ith satellite si, is given by

ŝacqi
= λ−1

i HH
i P

⊥
Bi−1

y. (12)

B. Tracking

The initial estimate of the Doppler frequencies correspond-
ing to each Starlink LEO SV and the associated likelihood
functions are fed to the tracking stage along with the estimated
RSs. By employing a phase-locked loop (PLL) and a delay-
locked loop (DLL), the Doppler and delay are tracked over
time. The tracking loops are based on the design discussed in
[17], with compensation for compression and stretching due
to high LEO dynamics.

IV. EXPERIMENTAL RESULTS

This section presents experimental results with the receiver
discussed in Section III showing successful detection of Star-
link mode transition between on-demand and always-on. It
also shows that while the DLL fails to track the code phase
when the on-demand signal is turned off, the PLL continues
to track the carrier phase of the always-on signal.

A. Starlink RS Transmission Modes and Correlation Proper-
ties

Starlink LEO SVs transmit nine pure tones located in
a roughly, 1 MHz gap at the center of the transmission
bandwidth of the Ku band. The pure tones were exploited
for Doppler positioning in [28]–[30]. In this subsection, more
details about the RSs of Starlink LEO SVs and their corre-
sponding properties are assessed. In particular, it will be shown
that two types of RSs with two different correlation properties
are being transmitted.

In this experiment, a stationary National Instrument (NI)
universal software radio peripheral (USRP) 2945R consumer-
grade Ku antenna and low-noise block (LNB) downconverter
to receive Starlink signals in the Ku-band in the parking
structure of the University of California, Irvine. The sampling
rate was set to 2.5 MHz and the carrier frequency was set
to 11.325 GHz to record Ku signals over a period of 800 s.
The origin points of time instants shown in the figures are
considered to be the recording start time in each experiment.
Six SVs were detected during the period of 800 s.
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1) Always-on and On-demand RSs: The trajectories of the
tracked satellites are plotted in Fig. 1. To avoid redundancy,
this subsection analyzes the transmission modes and the cor-
relation properties of the RSs corresponding to one of the six
detected satellites in the experiment, namely SV 6 (Starlink-
45694). The signals from other Starlink LEO SVs in this
experiment follow the same pattern.

SV 1

SV 2

SV 3

SV 6

SV 4

SV 5

Transmission mode change

Fig. 1. Skyplot of the six satellites tracked in the experiment. The position on
the trajectory of SV 6 in which the transmission mode occurred is indicated
with an orange arrow.

Fig. 2 concentrates on the time epochs in which a transmis-
sion mode change has occurred. The autocorrelation and the
likelihood functions at time epochs of t = 606 s and t = 607
s are plotted in Fig. 2. The RS structure and correlation
properties change in the transition between these two time
epochs for Starlink-45694. Fig. 2(a) and (b) demonstrate the
autocorrelation function at t = 606 s and t = 607 s. The
amplitude of the impulses follows the sinc-function behavior,
which is due to the Doppler rate effect. These impulses are
approximately 1.33 ms apart. However, at t = 607 s, the
ambiguity function impulses disappeared. While the autocor-
relation function is suggesting that the periodic RSs are not
being transmitted at t = 607 s, the likelihood function shows
a surprising behavior. At t = 606 s, the likelihood includes
two different components which are shown in a black and a
red box in Fig. 2(c).

Recall that when the likelihood passes the threshold, the
existence of an RS with a period of approximately 1.33
ms is guaranteed by the detector with a certain probability
of detection. The likelihood at t = 607 s shows that the
component in the black box is not being transmitted anymore,
while the component in the red box is still on. The signal
in the red box is periodic with a period of 1.33 ms, which
is associated with the OFDM RSs. However, as it can be
seen in Fig. 2(b), the signal in the red box does not have
good time correlation properties. The signal in the red box is
continuously transmitted when the boradband OFDM signal is
active and is referred to as always-on RS in this paper. The
behavior of the signal in the black box is similar to 5G NR
on-demand RSs which are not always active and, therefore,
are referred to as on-demand RSs in this paper.
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Doppler (Hz) Doppler (Hz)

Always-on

On-Demand
Always-on

(a) (b)

(c) (d)

Fig. 2. (a) and (b) demonstrate the autocorrelation at t = 606 s and t = 607
s, respectively. It can be seen that at t = 606 s, the RS is showing a time
autocorrelation and at t = 607 s the time autocorrelation is lost. (c) and (d)
demonstrate the likelihood function at t = 606 s and t = 607 s, respectively.
Two components can be seen in the likelihood functions (the red box and
the black box) at t = 606 s. The component in the black box is not being
transmitted at t = 607 s.

Fig. 3 shows the code phase and carrier phase tracking re-
sults for Starlink-45694 during this time interval. The tracking
results give a better understanding of the correlation properties
of the two detected RSs in the feedback tracking loops. The
bandwidith of the PLL was set to 65 Hz and the bandwidth
of the DLL was set to be 0.02 Hz.
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Fig. 3. (a) Code phase tracking, and (b) carrier phase tracking of Starlink-
45694. As it was expected, at a time epoch between t = 606 s and t = 607
s the code phase tracking is lost. This is due to the fact that the on-demand
signal which has suitable time autocorrelation properties is not active anymore
at this time epoch. However, Fig. 3(b) shows that the carrier phase tracking
loop is still locked.

As expected, at a time epoch between t = 606 s and
t = 607 s, code phase tracking is lost. This is due to
the fact that the on-demand signal, which has suitable time
autocorrelation properties, is not active anymore at this time
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epoch. However, Fig. 3(b) shows that the carrier phase tracking
loop is still locked. This is due to the fact that the always-
on signal (the signal in the red box in Fig. 2(c)) is showing
good frequency correlation properties. The frequency-domain
correlation property of the always-on signal guarantees carrier
phase tracking even if the on-demand signal is not active.

Remark 2: Starlink RSs may dynamically change during
one satellite pass. A method that only relies on a static design
based on an RS with good time correlation properties may
not provide continuous navigation observables. The proposed
method cognitively detects all available RSs and yields con-
tinuous carrier and code phase tracking (when applicable).

V. CONCLUSION

Signal mode transition between on-demand and always-
on in Starlink satellite downlink signals was studied. Via a
matched subspace-based detection algorithm, all the transmit-
ted periodic beacons of Starlink LEO signals were detected
to draw navigation observables. It was shown that similar
to the RSs of modern OFDM-based systems, the RSs of
Starlink downlink signals contain both always-on and on-
demand components. The proposed method was able to detect
the transmission mode change in Starlink downlink signals
and maintain carrier phase tracking when the on-demand
component was not beamed towards the receiver.
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Letter

The First Carrier Phase Tracking and Positioning
Results With Starlink LEO Satellite Signals

This letter shows the first carrier phase tracking and positioning
results with Starlink’s low earth orbit (LEO) satellite signals. An
adaptive Kalman filter based algorithm for tracking the beat carrier
phase from the unknown Starlink signals is proposed. Experimental
results show carrier phase tracking of six Starlink satellites and a
horizontal positioning error of 7.7 m with known receiver altitude.

I. INTRODUCTION

Low earth orbit (LEO) broadband communication satel-
lite signals have been considered as possible reliable sources
for navigation by various theoretical and experimental stud-
ies [1]–[4]. With SpaceX having launched more than a
thousand space vehicles (SVs) into LEO, a renaissance
in LEO-based navigation has started. Signals from LEO
SVs are received with higher power compared to medium
earth orbit where GNSS SVs reside. Moreover, LEO SVs
are more abundant than GNSS SVs to make up for the re-
duced footprint, and their signals are spatially and spectrally
diverse.

Opportunistic navigation frameworks with LEO SV
signals have drawn attention recently as they do not re-
quire additional, costly services or infrastructure from the
broadband provider [5]. One major requirement in such
frameworks is the ability to draw navigation observables
from these LEO SV signals of opportunity. However, broad-
band providers do not usually disclose the transmitted signal
structure to protect their intellectual property. As such, one
would have to dissect LEO SV signals to draw navigation
observables. A cognitive approach to tracking the Doppler
frequency of unknown LEO SV signals was proposed in
[6]. However, the aforementioned method cannot estimate
the carrier phase, nor it can be adopted here since it requires
knowledge of the period of the beacon within the transmitted
signal, which is unknown in the case of Starlink LEO SVs.
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This letter develops a carrier phase tracking algorithm for
Starlink signals without prior knowledge of their structure.

Recent efforts in carrier synchronization showed the
benefit of using Kalman filter (KF) based tracking loops
over traditional Costas-based phase-locked loops (PLLs)
[7]–[10]. These adaptive methods either 1) update the pro-
cess noise covariance using the residuals or 2) update the
measurement noise covariance using the carrier-to-noise
ratio. However, high fluctuations in the process noise co-
variance may cause the filter to diverge [10]. Moreover, the
carrier-to-noise ratio cannot be reliably estimated when the
signal structure is unknown, as is the case with Starlink
signals.

This letter makes the following contributions. First, the
Starlink signals are analyzed and a model suitable for carrier
phase tracking is developed. Second, an adaptive KF-based
tracking loop is developed where the measurement noise
is updated based on a heuristic of the residuals. Third,
a demonstration of the first carrier phase tracking and
positioning results with real Starlink signals is presented,
showing a horizontal position error of 7.7 m with six Starlink
SVs.

II. RECEIVED SIGNAL MODEL

In this letter, all signals are represented as complex sig-
nals (both in-phase and quadrature baseband components).

A. Starlink Downlink Signals

Little is known about Starlink downlink signals or their
air interface in general, except for the channel frequencies
and bandwidths. One cannot readily design a receiver to
track Starlink signals with the aforementioned information
only as a deeper understanding of the signals is needed.
Software-defined radios (SDRs) come in handy in such
situations, since they allow one to sample bands of the
radio frequency spectrum. However, there are the following
two main challenges for sampling Starlink signals: 1) the
signals are transmitted in Ku/Ka-bands, which is beyond
the carrier frequencies that most commercial SDRs can
support, and 2) the downlink channel bandwidths can be up
to 240 MHz, which also surpasses the capabilities of current
commercial SDRs. The first challenge can be resolved by
using a mixer/downconverter between the antenna and the
SDR. However, the sampling bandwidth can only be as high
as the SDR allows. In general, opportunistic navigation
frameworks do not require much information from the
communication/navigation source (e.g., decoding telemetry
or ephemeris data or synchronizing to a certain preamble).
Therefore, the aim of the receiver is to exploit enough
of the downlink signal to be able produce raw navigation
observables (e.g., Doppler and carrier phase). Fortunately, a
look at the FFT of the downlink signal at 11.325 GHz carrier
frequency and sampling bandwidth of 2.5 MHz shows nine
“carrier peaks,” as shown in Fig. 1(a). Furthermore, the
waterfall plot in Fig. 1(b) shows that these carrier peaks
vary as the Doppler frequency over an 80-s interval. The

Fig. 1. (a) Snapshot of the square of the FFT of the received signal
along with the Doppler frequency predicted using TLEs and the nine
observed carrier peaks. (b) Waterfall plot of the FFT of the received
signal over an 80-s interval showing the nine peaks varying as the
predicted Doppler. The peaks seem to be uniformly separated by

approximately 44 kHz.

Doppler frequency was predicted using two-line element
(TLE) files.

It was observed that the relative amplitudes of these nine
peaks vary from one SV to the other. Therefore, only the
strongest peak will be tracked. Moreover, this letter makes
no assumptions on the position of the peaks relative to the
center frequency of the signal. This results in a Doppler
ambiguity that is addressed in the rest of this letter. The
following section discusses the assumed transmitted signal
model.

B. Continuous-Time Transmitted Baseband Signal Model

Let x(t ) denote the continuous-time transmitted signal.
As mentioned previously, only one of the nine peaks will be
tracked. Motivated by the results in Fig. 1, the transmitted
signal x(t ) can be modeled as

x(t ) = α exp
[
j(2π fp(t − t0) + θ̄ (t0)

]+ y(t ) (1)

where fp is the frequency shift of the peak of interest from
the center frequency;α > 0 is a real, positive amplitude; t0 is
some initial time; θ̄ (t0) is some initial phase; and y(t ) models
the remaining components of the transmitted signals. Also,
motivated by Fig. 1, the following assumption is made:

1
αT

∣∣∣∣
∫ t+T

t
y(τ ) exp

[
j2π ( fp+f)τ

]
dτ
∣∣∣∣�1,−� f

2
≤ f ≤� f

2
(2)

where � f is the separation between the peaks and T is the
integration period. The assumption in (2) formally states
that y(t ) is considered as low interference around the peak
of interest, which explains the existence of the peaks in
Fig. 1(a). The signal x(t ) is then mixed to Ku-band for
transmission.

C. Discrete-Time Received Baseband Signal Model

The Starlink LEO SV’s transmitted signal will suffer
from very high Doppler shifts, as shown in Fig. 1(b). Note
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that ionospheric delays are negligible for the Starlink SV
signals in the Ku-band. Tropospheric delays are discussed
in Section IV-B. After downmixing, low-pass filtering, and
bandpass sampling, the nth sample of the discrete-time
received signal r(n) can be expressed as

r(n) = α exp
[
j(2π fpnTs + θ̄ (n))

]+ β(n) (3)

where Ts is the sampling interval, θ̄ (n) is the true beat
carrier phase at time-step n, and β captures the effect of the
channel noise and interference and is modeled as a complex,
zero-mean white sequence with variance σ 2

β . The Starlink
receiver described next will operate on the samples r(n).

III. CARRIER PHASE TRACKING ALGORITHM

It is important to note that the receiver does not have
knowledge of fp. As such, the modified beat carrier phase
is defined as θ (n) � θ̄ (n) + 2π fpnTs, which will be the
quantity tracked by the receiver. Instead of a conventional
PLL, an adaptive KF-based tracking loop is developed. The
KF formulation allows for arbitrary model order selection,
which is crucial in the LEO SVs’ high-dynamics. The
adaptive KF-based carrier tracking algorithm is described
as follows.

A. Beat Carrier Phase Dynamics Model

The time-varying component of the continuous-time
true beat carrier phase is a function of 1) the true range
between the LEO SV and the receiver, denoted by d (t ),
and 2) the time-varying difference between the receiver’s
and LEO SV’s clock bias, denoted by b(t ) and expressed in
meters. Specifically, the modified beat carrier phase can be
expressed as

θ (t ) = 2π
[
−d (t )

λ
+ b(t )

λ
+ fp(t − t0)

]
+ θ̄ (t0) (4)

where λ is the carrier wavelength. The clock bias is assumed
to have a constant drift a, i.e., b(t ) = a · (t − t0) + b0, where
b0 is the initial bias. Moreover, simulations with Starlink
LEO SVs show that the following dynamics model for
d (t ) holds for short periods of time (between carrier phase
updates)

...
d (t ) = w̃(t ) (5)

where w̃ is a zero-mean white noise process with power
spectral density qw̃. Subsequently, the kinematic model
of the modified beat carrier phase state vector θ(t ) �
[θ (t ), θ̇ (t ), θ̈ (t )]T is given by

θ̇(t ) = Aθ(t ) + bw̃(t ) (6)

A �

⎡
⎣0 1 0

0 0 1
0 0 0

⎤
⎦ , b �

⎡
⎣ 0

0
2π
λ

⎤
⎦

and the initial state is given by θ(t0) = [θ̄ (t0) + 2π
λ

(b0 −
d (t0)), 2π fp + 2π

λ
(a− ḋ (t0)),− 2π

λ
d̈ (t0)]T. The abovemen-

tioned system is discretized at a sampling interval of T =
N · Ts, also known as the subaccumulation period, where N
is the number of subaccumulated samples. Let k denote the

time index corresponding to tk = kT + t0. The discrete-time
model of (6) can be expressed as

θ(k + 1) = Fθ(k) + w(k) (7)

where F � eAT is the discrete-time state transition matrix
and w is the discrete-time process noise vector, which
is a zero-mean white sequence with covariance Q =
qw̃

∫ T
0 eAtb(eAtb)Tdt .

B. Adaptive KF-Based Carrier Tracking

The adaptive KF-based tracking algorithm operates in a
similar fashion to Costas loops, except that the loop filter is
replaced with a KF, where the measurement noise variance
is varied adaptively. Let θ̂(k|l ) denote the KF estimate of
θ(k) given all the measurements up to time-step l ≤ k, and
P(k|l ) denote the corresponding estimation error covari-
ance. The initial estimate and its corresponding covariance
are denoted by θ̂(0|0) and P(0|0), respectively, and are
calculated as discussed in Section III-B4. The KF-based
tracking algorithm steps are discussed as follows:

1) KF Time Update: The standard KF time update
equations are preformed to yield θ̂(k + 1|k) and P(k + 1|k).

2)KFMeasurementUpdate: The KF measurement up-
date step is similar to a Costas loop: a carrier wipe-off is first
performed, followed by an accumulation and discrimination
step. The wipe-off and accumulation are performed as

s(k + 1) = 1
N

N−1∑
n=0

r(n+ kN ) exp
[− jθ̂ (k + n|k)

]
(8)

where θ̂ (k + n|k) = θ̂ (k|k) + ˆ̇θ (k|k)nTs + 1
2

ˆ̈θ (k|k)(nTs)2,
which is obtained by propagating the initial condition θ̂(k|k)
by nTs using the dynamics in (6). Since the tracked signal in
(3) is dataless, an atan2 discriminator can be used to obtain
an estimate of the carrier phase error according to

ν(k + 1) � atan2 (� {s(k + 1)} ,� {s(k + 1)})

= θ (k + 1) − θ̂ (k + 1|k) + v(k + 1) (9)

where �{·} and �{·} denote the real and imaginary parts,
respectively, and v(k + 1) is the measurement noise, which
is modeled as a zero-mean, white Gaussian sequence with
variance σ 2

v (k + 1). Since the measurement noise variance
is not known, an estimate σ̂ 2

v (k + 1) is used instead in
the KF. This estimate is updated adaptively according to
the following section. It is important to note that ν(k + 1)
is the KF innovation and gives a direct measure of the mod-
ified beat carrier phase error. Hence, the standard KF mea-
surement update equations are performed using ν(k + 1),
σ̂ 2

v (k + 1), and the measurement matrix H � [1 0 0].
3) Measurement Noise Variance Estimate Update: As

the signal quality fluctuates, it is important to match the
measurement noise variance to the actual noise statistics.
This cannot be done readily as the channel between the
LEO SV and the receiver is highly dynamic and unknown.
Instead, a heuristic model is used to update σ̂ 2

v (k) over time,
and is given by

σ̂ 2
v (k + 1) = γ σ̂ 2

v (k) + (1 − γ )u(k) (10)
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where 0 < γ < 1 is a “forgetting” factor (close to one) [11]
andu(k) � 1

Kv

∑k
m=k−Kv+1 ν

2(m), whereKv is the number of
samples used to estimate the measurement noise variance.
The heuristic model in (10) adapts to the quality of the
measurements while filtering out abrupt changes in the
phase error variance.

4) KF Initialization: The steps abovementioned as-
sumed that an initial estimate and corresponding covariance
are available. The initial estimate can be readily obtained
from the data. Since a PLL cannot resolve the true initial
carrier phase, the initial estimate θ̂ (0|0) is set to zero with
zero uncertainty. This initial ambiguity is accounted for in
the navigation filter. Initial estimates of the first and second
derivatives of θ can be obtained by performing a search over
the Doppler and the Doppler rate to maximize the FFT of the
received signal. The search yields the Doppler and Doppler
rate estimates denoted by f̂D(0) and ˆ̇fD(0), respectively.
In the following, let � fD and � ḟD denote the sizes of
the Doppler and Doppler rate search bins, respectively.
It is assumed that the initial Doppler and Doppler rate
errors are uniformly distributed within one bin, and their
initial probability density functions (pdfs) are bounded by
Gaussian pdfs with zero-mean and standard deviations � fD

6

and � ḟD
6 , respectively. As such,� fD and� ḟD represent the

±3σ intervals of the Gaussian pdfs. The KF is initialized as

θ̂(0|0) =
[
0, 2π f̂D(0), 2π ˆ̇fD(0)

]T
(11)

P(0|0) = diag
[

0,
4π2

36
� f 2

D,
4π2

36
� ḟ 2

D

]
. (12)

IV. EXPERIMENTAL RESULTS

This section provides the first results for carrier phase
tracking and positioning with Starlink signals. To this end,
a stationary National Instrument universal software radio
peripheral (USRP) 2945R was equipped with a consumer-
grade Ku antenna and low-noise block downconverter to
receive Starlink signals in theKu-band. The sampling band-
width was set to 2.5 MHz and the carrier frequency was
set to 11.325 GHz, which is one of the Starlink downlink
frequencies. The samples of the Ku signal were stored for
offline processing. The tracking results are presented in the
following.

A. Carrier Phase Tracking Results

The USRP was set to record Ku signals over a period
of 800 s. During this period, a total of six Starlink SVs
transmitting at 11.325 GHz passed over the receiver, one at
a time. The framework discussed in Section III was used
to acquire and track the signals from these satellites with
γ = 0.99,Kv = 200,� fD = 250 Hz,� ḟD = 50 Hz/s, qw̃ =
(0.577)2 m2/s5, and σ̂ 2

v (0) = 1
9 ( π2 )2 rad2. The time history

of ν(k) for each SV is shown in Fig. 2.

Fig. 2. Time history of ν(k) for each SV (dotted blue curves) and their
corresponding ±3σ bounds (solid red curves).

B. Position Solution

In the following, carrier phase observables are formed
from the tracked modified beat carrier phases by (i) down-
sampling by a factorD = 10 to avoid large time-correlations
in the carrier phase observables and (ii) multiplying by the
wavelength to express the carrier observable in meters. Let
i ∈ {1, 2, 3, 4, 5, 6} denote the SV index. The carrier phase
observable to the ith SV at time-step κ = k · D, expressed
in meters, is modeled as

zi(κ )=∥∥rr−rSVi (κ )
∥∥

2+ai κDT + bi + c Ttropo,i(κ ) + vzi(κ)
(13)

where rr and rSVi (κ ) are the receiver’s and ith Starlink SV
3-D position vectors expressed in an east-north-up frame
centered at the receiver’s true position; ai and bi are the co-
efficients of the first-order polynomial modeling the errors
due to the initial carrier phase, clock bias, and unknown
frequency shift fp; c is the speed of light, Ttropo,i(κ ) is
the tropospheric delay for the ith SV; and vzi (κ ) is the
measurement noise, which is modeled as a zero-mean,
white Gaussian random variable with variance σ 2

i (κ ). The
value of σ 2

i (κ ) is nothing but the first diagonal element
of P(κ|κ ), expressed in m2. Tropospheric delay estimates
T̂tropo,i(κ ) are obtained using the Hopfield model [12] and
subtracted from zi(κ ) yielding the corrected measurement
ẑi(κ ) � zi(κ ) − T̂tropo,i(κ ). In the following, define the pa-
rameter vector

x �
[
rrT, a1, b1, . . . , a6, b6

]T
. (14)

Let ẑ � [z1(0), ẑ1(1), . . . , ẑ1(K1), . . . , ẑ6(0), ẑ6(1), . . . ,
ẑ6(K6)]T, where Ki denoted the total number of
measurements from the ith SV, and let vz �
[vz1(0), vz1 (1), . . . , vz1(K1), . . . , vz6 (0), vz6(1), . . . , vz6(K6)]T,
which is a zero-mean Gaussian random vector with a
diagonal covariance R whose diagonal elements are given
by σ 2

i (κ ). Then, one can readily write the measurement
equation

z = g(x) + vz (15)
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Fig. 3. (a) Skyplot showing the Starlink SVs’ trajectories during the
experiment. (b) Environment layout and positioning results.

where g(x) is a vector-valued function that maps the param-
eter x to the carrier phase observables according to (13). In
the following, a weighted nonlinear least-squares (WNLS)
estimator with weight matrix R−1 is solved to obtain an
estimate of x. The SV positions were obtained from TLE
files and simplified general perturbation 4 software. It is
important to note that the TLE epoch time was adjusted for
each SV to account for ephemeris errors. This was achieved
by minimizing the range residuals for each SV.

Subsequently, the receiver position was estimated using
the aforementioned WNLS. The receiver position was ini-
tialized as the centroid of all SV positions, projected onto
the surface of the earth, yielding an initial position error
of 179 km. The clock biases and drifts were initialized to
zero. The final 3-D position error was found to be 33.5 m,
while the 2-D position error was 25.9 m. Upon equipping
the receiver with an altimeter (to know its altitude), the 2-D
position error goes down to 7.7 m. A skyplot of the Starlink
SVs, the environment layout, and the positioning results are
shown in Fig. 3.

V. CONCLUSION

This letter showed the first carrier phase tracking and
positioning results with real Starlink LEO SV signals. A
model of a Starlink SV’s transmitted signal was formulated,
and an adaptive KF-based carrier phase tracking algorithm
was developed to track the Starlink signal. Experimental
results showed carrier phase tracking of six Starlink LEO
SVs over a period of approximately 800 s. The resulting
positioning performance was: 7.7 m 2-D error when the
receiver’s altitude is known, and 25.9 m 2-D error and
33.5 m 3-D error when the receiver’s altitude is unknown.
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ABSTRACT

A framework for unmanned aerial vehicle (UAV) navigation using downlink cellular fifth-generation (5G) signals
is presented. In the proposed framework, a software-defined receiver (SDR) is developed to extract carrier phase
measurements from received 5G signals. The SDR utilizes the time-domain orthogonality of the orthogonal frequency
division multiplexing (OFDM)-based 5G signals. A so-called ultimate synchronization signal (USS) to combine all
available resources is proposed. The proposed 5G SDR includes two stages: (i) acquisition stage, in which only unique
USS resources are utilized to detect the hearable gNBs and (ii) tracking stage, in which the entire USS is utilized to
produce 5G carrier phase measurements. These measurements are processed in an extended Kalman filter (EKF) to
assess the navigation performance of the proposed 5G opportunistic SDR. Experimental results are presented of an
UAV navigating with the proposed 5G SDR, while receiving signals from four 5G base stations (known as gNBs).
It is shown that over a trajectory of 500 m traversed in 145 seconds, the position root mean-squared error (RMSE)
was 3.35 m.

I. INTRODUCTION

The dramatic growth in the unmanned aerial vehicle (UAV) industry and their public adoption is propelling re-
searchers and designers to develop integrated navigation systems that ensure continuous, trusted operation. Towards
this end, one could diversify the navigation sources, either by introducing (a) complementary sensors (e.g., inertial
measurement units (IMUs) [1, 2], cameras [3, 4], lidar [5, 6], etc.) and/or (b) complementary signal-based navigation
signals (e.g., WiFi [7, 8], UWB [9, 10], cellular [11–15], low Earth orbit (LEO) satellites [16, 17], etc.). The focus of
this paper is to develop a navigation system that exploit 5G cellular signals.

Recent research has considered the use of cellular signals as complementary and alternative navigation system GNSS
signals. Code-division multiple access (CDMA) and long-term evolution (LTE), have shown high ranging and lo-
calization accuracy using specialized software-defined receivers (SDR) [18–20]. The performance of these SDRs
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have been evaluated in different navigation frameworks (standalone, differential, and integrated with other sensors),
both indoors and outdoors, where experimental results demonstrated meter-level accuracy positioning accuracy on
ground-based receivers [21–24] and sub-meter-level positioning accuracy on aerial vehicle-based receivers [25, 26].

Unconventionally, 5G will be the first cellular system to coexist with the previous system (namely, LTE). Similar to
LTE, 5G deploys a structure that uses orthogonal frequency division multiplexing (OFDM) for downlink transmission.
The 5G system is very attractive by design for navigation purposes due to:

• High carrier frequencies: High carrier frequencies yield precise carrier phase navigation observables and reduce
multipath effects due to high path signal loss.
• Abundance: 5G tackles the problem of high signal path loss of millimeter waves (mmWaves) by using beamforming
techniques and small cells, which makes the 5G base stations (also known as gNodeBs (gNB)) ubiquitous.
• Geometric diversity: Cellular towers have favorable geometry by construction of the cells to provide better coverage.
• Large bandwidth: While a single LTE signal has a bandwidth up to 20 MHz, a single 5G signal has a bandwidth up
to 400 MHz for mmWave band, which makes it less susceptible to multipath errors, i.e., it can differentiate multipath
components with shorter delays from the line-of-sight (LOS) signal.
• High received power: The received carrier-to-noise-ratio C/N0 of cellular signals from nearby cellular towers is
more than 20 dB-Hz higher than GPS signals [27].

The positioning capabilities of 5G has been studied over the past few years. Different approaches have been proposed,
in which direction-of-arrival (DOA), direction-of-departure (DOD), time-of-arrival (TOA), or combination of them is
used to achieve accurate positioning from 5G signals. In [28], the authors investigated the positioning performance of
six different 5G impulse radio waveforms, where 5G had no generally accepted waveform at the time. The performance
analysis showed the capability of mmWaves in achieving sub-meter level accuracy, where the best performance was
achieved when using Gaussian raised-cosine, Gaussian pulse, and Sinc-RCP impulse radio waveforms. The capability
of massive multiple-input-multiple-output (mMIMO) systems in providing very accurate localization when relying on
DOA was studied in [29]. The paper addressed the limitation of DOA in mMIMO systems in the presence of multipath
by proposing a compressed sensing navigation framework which relied on the channel properties to distinguish LOS
from multipath components. The proposed algorithm showed sub-meter accuracy in simulation. Another approach
to reduce 5G small cell interference and multipath effect in angular localization methods by combining near-field
and far-field effects was proposed in [30]. Simulation results showed that the proposed approach improved the
angular resolution by orders of magnitude. In [31], a GNSS/5G integrated positioning framework was developed,
in which device-to-device (D2D) range and angle measurements are assumed between mobile terminals (MTs). An
experiment was performed with real GNSS data and emulated 5G D2D data, in which the integrated system reduced
the GNSS position root mean-squared error (RMSE) from around 5 m to 3 m assuming 10 MTs. A similar study was
conducted in [32], where the performance of different hybrid navigation filters exploiting GPS, Galileo and 5G TOA
measurements in multipath environment was assessed. The hybrid GNSS/5G was studied for different type of filters
with a specific design of the assumed Gaussian errors. Simulation results showed an accuracy of less than 2 m for
the hybrid GNSS/5G assuming an urban environment. In [33], a network-based positioning framework using joint
TOA and DOA was proposed using cascaded extended Kalman filters (EKFs). The proposed framework considered
the clock biases between the user equipment (UE) and the gNBs, and among the gNBs themselves. The framework
was evaluated by simulating a real 5G scenario using three-dimensional (3-D) ray tracing, where sub-meter-level
positioning accuracy was demonstrated. In [34], the positioning capabilities of 5G on edge devices was studied.
A preliminary simulation study was conducted, in which an integrated 5G/IMU navigation solution exhibited a
positioning horizontal absolute error ranging around 2.5 m.

On one hand, all the aforementioned studies are limited to simulations and laboratory emulated 5G signals as well
as outdated or restrictive assumptions. In particular the proposed approaches require the user to be in the network
so that network-based localization approaches (i.e., utilizing downlink and uplink channels from the gNB to the user
and back). This compromises the user privacy by revealing their accuracte location and limits the user to only the
gNBs of the network they are subscribed to.

In contrast to existing literature, the authors studied real downlink 5G signals for opportunistic exploitation (i.e.,
without communicating back with the 5G gNB nor subscribing to the network). In [35], a comprehensive approach
for opportunistic navigation with 5G that exploits the downlink channel was developed. The proposed approach
extracted navigation observables from the “always-on” transmitted synchronization signals. The proposed SDR was



validated experimentally, where the ranging performance with real 5G signals was evaluated. After removing the
effect of the clock bias and drift from the estimated pseudorange, the ranging error standard deviation was shown
to be 1.19 m. In [36], the proposed SDR in [35] was modified to extract navigation observables from different
synchronization signals. These observables were analyzed and fused in an EKF to estimate the 2-D position and
velocity of the receiver, along with the relative clock bias and drift between the receiver and each gNB. Experimental
results were presented of a ground vehicle navigating with the 5G SDR in a suburban environment: Costa Mesa,
California, USA, while receiving signals from two gNBs. It was shown that over a trajectory of 1.02 km traversed
in 100 seconds, the position RMSE and standard deviation were 14.93 m and 8.28 m, respectively. In [37], a more
challenging environment compared to [36] was considered for experimental demonstration, where the ground vehicle
navigated in an urban environment: Santa Ana, California, USA, while receiving signals from five gNBs intermittently
over the entire trajectory. It was shown that over a trajectory of 773 m traversed in 110 seconds, the position RMSE
and standard deviation were 4.1 m and 2 m, respectively.

This paper considers UAVs as the navigation platform and develops a more precis navigation approach than the
previous work. This paper makes the following contributions:

• First, it develops a carrier phase-based 5G SDR to opportunistically extract 5G carrier phase measurements. The
proposed receiver exploits the orthogonality property of OFDM signals in both frequency and time-domains, where
all available synchronization signals are combined into one ultimate signal.
• Second, it implements a navigation framework to obtain an accurate navigation on a UAV platform.
• Third, it assesses the proposed system experimentally on a UAV using exiting sub-6 GHz 5G cellular signals.

The remainder of the paper is organized as follows. Section II discusses 5G signal model, frame structure, and
potential reference signals for opportunistic navigation. Also, it proposes a 5G ultimate synchronization signal
(USS). Section III proposes a USS-based carrier-aided code-based 5G opportunistic navigation receiver. Section IV
presents a navigation framework, in which an EKF is used to estimate the UAV’s position using 5G carrier phase
measurements. Section V demonstrates the experimental results. Section VI gives concluding remarks.

II. 5G SIGNAL STRUCTURE

A. Frame Structure and System Information

OFDM with cyclic prefix (CP) is used as a modulation technique for 5G downlink signals, which is the same waveform
LTE has adopted for its downlink signal. This paper discusses an opportunistic UE-based navigation approach; thus,
only 5G downlink signal structure is discussed. In OFDM, a multi-carrier transmission scheme is used, where
transmitted data symbols are mapped into multiple narrowband subcarriers in the frequency-domain, which reduces
frequency selective fading effect caused by multipath. The serial data symbols {S1, · · · , SNr

} are parallelized in
group symbols, each of length Nr, where Nr is the number of subcarriers carrying the data. Then, a guard band in
the frequency-domain is applied by zero-padding both sides of the signal and extending the Nr subcarriers into Nc

subcarriers. At this step, an inverse fast Fourier transform (IFFT) is taken, and the last LCP elements are repeated
in the beginning, which serves as a guard band in the time-domain to protect the OFDM signals from inter-symbol
interference (ISI).

At the receiver, the transmitted symbols are demodulated by executing the aforementioned steps in reverse order.
The obtained OFDM signals are arranged in a 2-D frame. The structure of this frame depends on the transmission
type of the 5G signal, which can be either time division duplexing (TDD) or frequency division duplexing (FDD).
This paper will use 5G signals from FR1, where most cellular providers are using FDD due to its superior performance
in providing better coverage and less latency.

Compared to LTE numerology (i.e., subcarrier spacing (SCS) and symbol length), which supports only one type of
subcarrier spacing, ∆f = 15 kHz, 5G supports different types of subcarrier spacing.

The duration of the FDD 5G frame is

Tf =
∆fmaxNf

100
· Tc = 10ms,



where, ∆fmax = 480 kHz, Nf = 4096, and Tc = 1
∆f

max
Nf

= 0.509 ns is the basic time unit for 5G. Each 5G frame

consists of ten subframes, with duration 1 ms each. The number of OFDM symbols per subframe is N subframe,µ
symb =

N slot
symbN

subframe,µ
slot . The frame is divided into two equally-sized half-frames consisting of five subframes each and

denoted by: (i) half-frame 0 consisting of subframes 0-4 and (ii) half-frame 1 consisting of subframes 5-9.

For a predefined µ, the number of slots is denoted by nµ
s ∈ {0, 1, · · · , N subframe,µ

slot } or nµ
s ∈ {0, 1, · · · , N frame,µ

slot } in
an increasing order within a subframe or a frame, respectively. The number of symbols per slot N slot

symb depends on
the type of cyclic prefix and the specified numerology. For different numerologies: the subcarrier spacing, CP type,
number of OFDM symbols per slot, number of slots per frame, number of slots per subframe, symbol duration, and
CP duration.

A resource block (RB) is defined as NRB
sc = 12 subcarriers in the frequency-domain and has the time length of a

resource grid N subframe,µ
symb . A resource block consists of resource elements. The minimum and maximum number of

resource blocks along with the corresponding bandwidth for different numerologies are summarized in Table I. Each
element in the 5G frame is uniquely identified for a specific antenna port p and subcarrier configuration µ by (k, l)p,µ,
where k is the index in frequency domain l is the symbol position in the time domain relative to some reference
point. In the 5G protocol, “Point A” serves as a common reference point and can be obtained as reported in [38].

TABLE I

The minimum and maximum number of resource blocks and the corresponding bandwidths for different numerologies.

µ Nmin

RB
Nmax

RB
Minimum bandwidth [MHz] Maximum bandwidth [MHz]

0 24 275 4.32 49.5
1 24 275 8.64 99
2 24 275 17.28 198
3 24 275 34.56 396
4 24 138 69.12 397.44

At the receiver side, the received 5G signal must be converted to frame structure before extracting signals of interest.
To do so, the frame start time should be known. For the purpose of providing the frame start time, the gNB
broadcasts synchronization signals (SS) with a pre-specified symbol mapping in the 5G frame. The SS includes two
reference signals: primary synchronization signal (PSS) and secondary synchronization signal (SSS), which provide
symbol and frame timing, respectively. Once the frame start time is known, the CPs can be removed and a fast
Fourier transform (FFT) is taken to construct the OFDM symbols in the frame. The SS, the physical broadcast
channel (PBCH), and its associated demodulation reference signal (DM-RS) are transmitted in the same 4 symbols
block called the SS/PBCH block. The SS/PBCH block consists of 240 contiguous subcarrier (20 RBs) and four
consecutive OFDM symbols. Within the SS/PBCH, the subcarriers are numbered in an ascending order from 0 to
239. Note that the position of PBCH-DM-RS varies with v, and the value v changes depending on the physical cell
ID NCell

ID . The SS/PBCH block is transmitted every two frames and is transmitted numerous times, where each set
of these transmitted block is called an SS/PBCH burst. The SS/PBCH burst has to be confined within a half-frame
window (5 ms). Each block in the SS/PBCH burst is beamformed in a different direction and has an identifier
denoted as īssb. The īssb is a time-dependent part of the DM-RS scrambling initialization specified as an integer from
0 to 7, which is derived in the SS burst configuration from the least significant bits (LSBs) of the SS/PBCH block
index and the half-frame number. The frequency location of the SS/PBCH within the 5G frame depends on the
5G high-level signaling. The time location of the SS/PBCH block and the size of the SS/PBCH burst in the frame
depends on the transmission frequency fc and the numerology µ as shown in Table II, where index 0 corresponds to
the first OFDM symbol of the first slot in a half-frame.

The PSS and SS are two orthogonal maximum-length sequences (m-sequences) of length 127 and are transmitted

on contiguous subcarriers. The PSS has three possible sequences N
(2)

ID ∈ {0, 1, 2}, each of which maps to an integer

representing the sector ID of the gNB. The SSS has 336 possible sequences N
(1)

ID ∈ {0, · · · , 335}, each of which maps

to an integer representing the group identifier of the gNB. See Section 7.4.2 of [38]. Both N
(1)

ID and N
(2)

ID define the
physical cell identity of the gNB according to

NCell
ID = 3N

(1)

ID +N
(2)

ID .



TABLE II

Symbol numbers containing SS/PBCH block for different numerologies and frequency bands

subcarrier

spacing (kHz)

Carrier

frequency

Symbol

number

Slot

number n

Case A: 15
fc ≤ 3 GHz

3 < fc ≤ 6 GHz
{2, 8}+ 14n

{0, 1}
{0, · · · , 3}

Case B: 30
fc ≤ 3 GHz

3 < fc ≤ 6 GHz
{4, 8, 16, 20}+ 28n

{0}
{0, 1}

Case C: 30
fc ≤ 3 GHz

3 < fc ≤ 6 GHz
{2, 8}+ 14n

{0, 1}
{0, · · · , 3}

Case D: 120 fc > 6 GHz {4, 8, 16, 20}+ 28n

{0, · · · , 3,
5, · · · , 8,

10, · · · , 13,
15, · · · , 18}

Case E: 240 fc > 6 GHz
{8, 12, 16, 20, 32,
36, 40, 44} + 56n

{0, · · · , 8}

PBCH is a physical channel that is used to transmit the system information required to establish the connection
between the gNB and the UE. The decoding of the PBCH parameters is explained in details in [35]. The DM-RS
signal associated with the PBCH is used for decoding purposes and estimate the channel frequency response. The
PBCH DM-RS sequence is generated as explained in Section 7.4.1.4 of [38].

B. 5G Ultimate Synchronization Signal

In previous 5G-based opportunistic navigation approaches, the proposed navigation receivers considered the orthogo-
nality of the synchronization and channel-estimation signals in frequency-domain, i.e., the transmitted OFDM frame
is always re-constructed from the received time-domain data by executing the transmission steps discussed in Sub-
section II-A in a reverse order, then navigation are estimated by utilization the reference signal with the highest
bandwidth. This conventional approach is necessary for communication applications, in which the UE has to extract
various system information to initiate two-ways communication with the gNB; however, for UE-based navigation ap-
plications, the goal is to produce navigation observables by utilizing the entire frequency and time-domain resources
in the signal. For this purpose, this paper presents a navigation receiver that exploits the orthogonality property of
OFDM signals in both frequency and time-domains. In this receiver, all available synchronization signals are com-
bined into one signal denoted by the USS. The USS consists of the PSS, SSS, and PBCH DM-RS as shown Fig. 1.
Then the time-domain-based sequence is obtained by zero-padding both sides of the signals in the frequency domain.
Then, the IFFT is taken, and the LCP elements are added. This procedure is exactly the procedure happening at
the gNB, except for having zeros instead of having data outside the SS/PBCH block.
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Fig. 1. The 5G OFDM locally-generated frame (i.e., the so-called ultimate synchronization signal (USS).



III. 5G SDR STRUCTURE

In this section, a carrier-aided code phase-based SDR to opportunistically extract TOA measurements from 5G
signals is developed. The proposed receiver exploits the USS as a one ultimate sequence. The receiver has three
main stages: (i) 5G carrier frequency extraction, (ii) acquisition, and (iii) tracking. The first stage was discussed in
the authors’ previous work and does not change in the proposed SDR [35,36]. The rest of this section discusses the
other stages.

A. Acquisition

The objective of this stage is to determine which gNBs are in the receiver’s proximity and to obtain a coarse estimate
of their corresponding code start times and Doppler frequencies. For this purpose, and after extracting the carrier
frequency of the surrounding gNBs, the UE starts sampling the 5G signals with at least a sufficient sampling rate
to capture the entire SS/PBCH (i.e., USS) bandwidth and convert the signals to the baseband domain by wiping
out the carrier frequency. The received discrete-time signal is denoted by x[n], where n is a discrete-time instance.
Then, a search over the code start time and Doppler frequency is performed to detect the presence of a signal in x[n]
at n = 0. For 5G, there are 1008 possible USS sequences resulting from the possible sequences of PSS and SSS and
denoted by

USSNCell

ID

, for NCell
ID ∈ {0, 1, · · · , 1007}. (1)

It is worth mentioning that the USS is not transmitted every frame and has a periodicity of 5 ms, 10 ms, 20 ms,
40 ms, 80 ms, or 160 ms. However, a UE can assume a default periodicity of 20 ms during initial cell search or idle
mode mobility. In this case, while the USS has a frame duration of 10 ms, it is zero-padded in the time-domain to
obtain a 20 ms sequence.

The PSS sequence is not unique for every USS and is common for NCell
ID (mod 3). If the proposed USS is used, as

is, to detect the existing NCell
ID in the received 5G signals, signals with same PSS will be also detected as long as

the PSS received power is enough to pass the detection threshold. This will cause faulty detection of 5G gNBs. To
circumvent this, a USS

′

is used in the acquisition stage, in which only SSS and PBCH DM-RS are utilized. After
detecting the available gNBs, another acquisition is performed using the USS in which PSS is also utilized to obtain
more accurate initial estimates of the Doppler frequency f̂D0

and the code start time t̂s0 , which are then fed to the
tracking loops.

B. Tracking

After obtaining an initial coarse estimate of the code start time and Doppler frequency, the receiver refines and
maintains these estimates via tracking loops. In the proposed design, a phase-locked loop (PLL) is employed to track
the carrier phase and a carrier-aided delay-locked loop (DLL) is used to track the code phase.

The PLL consists of a phase discriminator, a loop filter, and a numerically-controlled oscillator (NCO). Since USS
is a data-less pilot channel, an atan2 discriminator, which remains linear over the full input error range of ±π, could
be used without the risk of having phase ambiguities. Given the limited dynamics of small UAVs, it was found that
a second-order PLL is sufficient to maintain track of the carrier phase. The loop filter transfer function is given by

FPLL(s) =
2ζwns+ w2

n

s
, (2)

where ζ ≡ 1
√

2
is the damping ratio and wn is the undamped natural frequency, which can be related to the PLL’s

noise-equivalent bandwidth Bn,PLL by Bn,PLL = wn

8ζ

(

4ζ2 + 1
)

[39]. The output of the loop filter at the m-th

subaccumulation vPLL,m is the rate of change of the carrier phase error, expressed in rad/s. Then, the Doppler

frequency estimate is obtained as f̂Dm
=

vPLL,m

2π
. The carrier phase estimate is modeled as

θ̂(tn) = 2πf̂Dm
tn + θ0, (3)

where tn = nTs is the sample time expressed in receiver time, Ts is the sampling time, and θ0 is the initial beat
carrier phase of the received signal.



The carrier-aided DLL employs the non-coherent dot product discriminator, in which the prompt, early, and late
correlations, denoted by Spm

, Sem , and Slm , respectively. The DLL loop filter is a simple gain K, with a noise-
equivalent bandwidth Bn,DLL = K

4
≡ 0.05 Hz. The output of the DLL loop filter vDLL,m is the rate of change of the

code phase, expresses in s/s. Assuming low-side mixing, the code start time is updated according to

t̂sm+1
= t̂sm − (vDLL,m + f̂Dm

/fc) ·NsTs, (4)

where fc is the carrier frequency of the received signal and Ns is the number of samples per subaccumulation.

IV. NAVIGATION FRAMEWORK

This section presents a navigation framework, in which an EKF is deployed to estimate the UAV’s position using 5G
carrier phase measurements.

A. 5G Carrier Phase Measurements

As discussed in Subsection III-B, the carrier phase estimate is obtained as shown in (3). Then the pseudorange
estimate corresponding to the u-th gNB ρ(u) can therefore be deduced by multiplying the carrier phase estimate by
the wavelength λ(u) = c

f
(u)

c

, where c is the speed of light. The pseudorange between the receiver and the u-th gNB

at the n-th time-step can be modeled as

ρ(u)(n) = ‖rr(n)− rs,u‖2 + c · [δtr(n)− δts,u(n)] + νu(n), n = 1, 2, · · · , (5)

where in the model above,the term λ(u)θ0 is lumped in the initial relative clock bias, rr = [xr, yr, zr]
T
is the receiver’s

3-D position vector, rs,u = [xs,u, ys,u, zs,u]
T
is the u-th gNB’s 3-D position vector, δtr is the receiver’s clock bias, δts,u

is the gNB’s clock bias, and νu is the measurement noise, which is modeled as a zero-mean, white Gaussian random
sequence with variance σu

2 . The gNBs positions {rs,u}
U
u=1 are assumed to be known, e.g., from radio mapping or

cloud-hosted databases.

B. EKF Implementation

The EKF state vector consists of the receiver’s position and velocity, and the relative clock bias and drift between
the receiver and each gNB, given by

x ,
[

x
T

r ,x
T

clk

]T

,

where xr =
[

r
T

r , ṙ
T

r

]

and xclk is the clock state vector xclk defined as xclk ,

[

c∆δt1, c∆δ̇t1, · · · , c∆δtU , c∆δ̇tU

]T

,

where {∆δtu , δtr − δts,u}
U
u=1 and {∆δ̇tu , δ̇tr − δ̇ts,u}

U
u=1 are the relative clock bias and drift between the receiver

and the u-th gNB. The clock error dynamics are assumed to evolve according to the following discrete-time dynamics

xclkj
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where
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, for j ∈ {r, su},

where T ≡ Tf is the measurement’s sampling time and wclkj
is the process noise, which is modeled as a discrete-time

zero-mean white sequence with covariance Qclkj
with
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where Sw̃δt,j
and Sw̃

δ̇t,j
are the clock bias and drift process noise power spectra, respectively. The values of Sw̃δt,j

and Sw̃
δ̇t,j

depend on the clock’s quality [20].

The receiver is assumed to move in a 2-D plane with a constant known height zr ≡ z0. The receiver’s motion is
assumed to evolve according to a nearly constant velocity dynamics, i.e.,

r̈(t) = w̃,

where w̃ is a process noise vector, which is modeled as zero-mean white random process with power spectral density
Q̃ped = diag[q̃x, q̃y], where q̃x and q̃y are the power spectral densities of the acceleration in the x− and y− directions,
respectively [40]. The receiver’s discrete-time dynamics are hence given by

xr(i+ 1) = Frxr(i) +wr(i),

where
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and wr, the process noise, which is modeled as a discrete-time zero-mean white sequence with covariance Qr, where
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V. EXPERIMENTAL RESULTS

This section validates the proposed cellular 5G opportunistic navigation receiver and the navigation framework
experimentally on a UAV in an urban environment using ambient 5G signals.

A. Experimental Setup and Environmental Layout

An experiment was conducted in Santa Ana, California, USA. In the experiment, the navigator was an Autel
Robotics X-Star Premium UAV equipped with a single-channel Ettus 312 USRP connected to a consumer-grade
800/1900 MHz cellular antenna and a small consumer-grade GPS antenna to discipline the on-board oscillator. The
cellular receivers were tuned to the cellular carrier frequency 632.55 MHz, which is a 5G frequency allocated to the
U.S. cellular provider T-Mobile. The Samples of the received signals were stored for off-line postprocessing with a
sampling ratio of 10 MSps. The ground-truth reference trajectory was taken from the on-board Ettus 312 universal
software radio peripheral (USRP) GPS solution. The UAV traversed a trajectory of 500 m in 145 seconds. Figures
2 and 3 show the experimental setup and the environment layout, respectively.

Autel Robotics X-Star PRemium UAV Ettus E312 USRP Cellular antenna GPS antenna

Fig. 2. Experimental setup.



Santa Ana, CA, USA
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Fig. 3. Environment layout and UAV trajectory.

B. Receiver Output

Next, the signal acquisition stage was applied to detect the ambient 5G signals. Based on experimental data, the
Doppler frequency search window was chosen to be between -25 and 25 Hz. The code start time search window was
chosen to be one code interval with a delay spacing of one sample. Four gNBs were detected, three of which were
hearable starting at tn = 0 seconds, and a fourth gNB was hearable at tn = 25 seconds. The gNBs’ positions were
mapped prior to the experiment.

In the tracking stage, the noise-equivalent bandwidths Bn,PLL and Bn,DLL were chosen to be 6 Hz and 0.05 Hz,
respectively. Fig. 4 shows cellular 5G signal tracking results of the four gNBs including: (i) carrier-to-noise ratio
(CNR), (ii) Doppler frequency estimate in solid lines versus expected Doppler obtained using the UAV’s ground-
truth reference in dashed lines, (iii) Pseudorange estimate in solid lines versus expected range in dashed lines after
removing the initial bias, and (iv) range error estimate in solid lines versus measured error in dashed lines.

C. Navigation Solution

The UAV traversed a distance of 500 m in 145 seconds. The receiver’s position and velocity state vectors and
their corresponding covariances were initialized using the output of the Ettus 312 USRP GPS solution. The initial
relative clock biases were eliminated, i.e., the EKF’s relative clock biases were initialized to zero. The first two 5G
measurements were dropped, where the first two position from the Ettus 312 GPS solution were used to initialize
the relative clock drifts. Table III presents the EKF settings.

Fig. 5 shows the navigation solution of the USS-based 5G receiver versus the Ettus 312 GPS solution. The proposed
receiver yielded a UAV position RMSE of 3.35 m.
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Fig. 4. Cellular 5G signal tracking results of the four gNBs showing: (i) carrier-to-noise ratio (CNR), (ii) Doppler frequency estimate in
solid lines versus expected Doppler obtained using the UAV’s ground-truth reference in dashed lines, (iii) Pseudorange estimate in solid
lines versus expected range in dashed lines after removing the initial bias, and (iv) range error estimate in solid lines versus measured
error in dashed lines.

VI. CONCLUSION

This paper presented a 5G opportunistic navigation framework using 5G carrier phase. A 5G SDR was presented,
in which the 5G time-domain orthogonality is utilized to combine all available resources in the received 5G signal
into one ultimate signal, denoted by USS. The proposed 5G SDR includes two stages: (i) the acquisition stage in
which only unique 5G resources (i.e., SSS and PBCH DM-RS) are utilized to detect the hearable gNBs and (ii) the
tracking stage in which the entire USS is utilized to produce 5G navigation observable. An EKF was implemented
to process the observables and estimate the UE’s position and velocity, along with the relative clock bias and drift
between the receiver and each gNB. An experiment was conducted on a UAV to assess the navigation performance of
the proposed framework. In the experiment, the UAV-mounted receiver navigated using 5G signals from four gNBs



TABLE III

EKF Settings.

Component Parameter(s)

UAV’s motion {q̃x, q̃y} ≡ {1, 1} (m2/s3)

UAV’s clock

{

Sw̃δtj
, Sw̃

δ̇tj

}

≡

{

1.3× 10−22, 7.9× 10−25
}

gNB 1

{

Sw̃δtj
, Sw̃

δ̇tj

}

≡

{

1.3× 10−22, 7.9× 10−25
}

gNBs 2,3, and 4

{

Sw̃δtj
, Sw̃

δ̇tj

}

≡

{

4× 10−20, 7.9× 10−22
}

Duration = 145 s
Total trajectory = 500 m

RMSE = 3.35 m
Standard deviation = 1.61 m
Maximum error = 8.36 m

Fig. 5. The 5G navigation solution exhibited a position RMSE of 3.35 m versus the ground-truth reference navigation solution. Image:
Google Earth.

for 500 m in 145 seconds. The proposed framework exhibited a position RMSE of 3.35 m, while listening to signals
from one cellular provider.
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ABSTRACT

A universal receiver architecture that is capable of exploiting partially known signals of opportunity (SOPs) for navi-
gation is presented. A partially known signal refers to a signal to which only the center frequency and bandwidth are
known to the receiver. Assuming that the SOP follows a standard modulation scheme, e.g., phase shift keying (PSK)
or quadrature amplitude modulation (QAM), and a standard multiplexing scheme, e.g., code-division multiple access
(CDMA) or orthogonal frequency-division multiplexing (OFDM), the proposed receiver architecture can blindly ac-
quire and track the SOP to provide a navigation solution. Experimental results are presented showing the proposed
receiver successfully producing meter-level-accurate navigation solutions from different types of terrestrial and space
signals: GPS, cellular 4G long-term evolution (LTE) and 5G, and Starlink LEO satellites, under the aforementioned
partially known assumption.

I. INTRODUCTION

Meter-level accurate ground and aerial vehicular navigation with terrestrial signals of opportunity (SOPs) have been
demonstrated in the recent years [1–9]. In addition to the demonstrated remarkable potential of SOPs as complement
or alternative to global navigation satellite systems (GNSS), especially in challenging environments, plans of private
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companies such as OneWeb, SpaceX, and Boeing to launch thousands of broadband Internet satellites into low Earth
orbit (LEO) will trigger a renaissance in navigation with SOPs [10,11]. Several theoretical and experimental studies
characterized broadband LEO satellite signals as potential reliable sources for navigation [12–18]. Much like cellular
signals, the most attractive attributes of LEO satellite signals are mainly their abundance and diversity in geometry
and frequency [19–21]. This diversity increases the availability of a navigation system and provides immunity against
interference, jamming, and spoofing. However, one must emphasize that the major underlying assumption in existing
SOP navigation frameworks is that the structure of these SOPs is known at the receiver side [22]. Many of the LEO
broadband communication systems are using proprietary protocols and have made barely any information about
their signal structure available. Similarly, there are several reference signals in 4G long-term evolution (LTE) and 5G
new radio (NR) systems that are not exploited by current opportunistic receivers, as these typically high-bandwidth
references signals are either unknown to these opportunistic receivers or are only transmitted on demand [23,24]. A
natural question arises from the unknown nature of the upcoming LEO broadband and some of the cellular reference
signals: is it possible to still exploit these unknown signals for navigation purposes? This paper aims at answering
this question by proposing a computationally-efficient universal receiver architecture that can extract navigation
observables from any partially known signal with a periodic beacon.

A partially known signal here refers to a signal to which only the center frequency and bandwidth are known to the
receiver, and a periodic beacon refers to a sequence of any kind that is periodically transmitted for synchronization,
channel estimation, or positioning purposes [25]. Assuming that the SOP follows a standard modulation scheme,
e.g., phase shift keying (PSK) or quadrature amplitude modulation (QAM), and a standard multiplexing scheme,
e.g., code-division multiple access (CDMA) or orthogonal frequency-division multiplexing (OFDM), the proposed
receiver architecture can blindly acquire and track the signal to provide a navigation solution. Most communication
systems employ a synchronization beacon for receiver timing and carrier recovery. For example, in cellular CDMA,
pseudorandom noise (PN) sequences are used on the forward-link pilot channel for synchronization proposes [26].
Other examples of such beacons are the primary synchronization signal (PSS) and secondary synchronization signal
(SSS) in 4G LTE and 5G NR systems. Even though different broadband providers may use known modulation
schemes, their underlying configuration and parameters can be different. For instance, the Globalstar satellite system
uses similar protocol to the IS-95 cellular CDMA system but with different PN sequences [26,27]. Without knowing
these PN sequences, a standard opportunistic receiver cannot draw navigation observables from these signals. As
such, a crucial stage in the architecture of the proposed universal receiver is to blindly estimate the unknown beacon
sequence of the SOP on-the-fly.

The problem of discovering the unknown signal characteristics has been considered in both communications and
navigation literature for CDMA and OFDM signals, e.g., see [28–37]. The algorithms for blindly detecting syn-
chronization sequences proposed in the communications literature rely on coherently integrating samples of the
transmitted signals [28,29,31–34]. However, such approaches do not account for the time-varying Doppler shifts and
delays, especially for LEO-based signals, which make it impossible to accumulate enough signal power to detect the
beacon signal. Alternative approaches make use of high-gain antennas to accumulate enough signal power for PN
sequence detection [31]. In contrast with these approaches, the proposed receiver has the flexibility of cognitively
detecting the unknown beacon of any broadband signal using a particular communication standard, e.g. CDMA or
OFDM. Therefore, unlike [31], which concentrates on deciphering one particular system, the proposed receiver is
universal and capable of cognitively deciphering beacons of partially known SOPs in a computationally-efficient way
and in turn produce Doppler and pseudorange measurements.

The two main factors defining the proposed receiver architecture are (i) the periodicity and (ii) the correlation
properties of the beacon sequence. Exploiting the “desirable” correlation properties of the beacon sequence allows
the proposed receiver to track the beacon’s Doppler and phase as it is repeated over time. While this may seem
intuitive for CDMA signals, it applies to a larger family of signals as well, including OFDM signals. OFDM is widely
adopted in different communication generations such as 4G LTE and 5G NR communication systems and attracted
a lot of attention in opportunistic navigation systems. It is also anticipated that OFDM will be used in future LEO
megaconstellations such as SpaceX’s Starlink constellation [20]. In OFDM systems, data symbols are mapped onto
multiple carrier frequencies called subcarriers. The serial data symbols are first parallelized in groups. Then, each
group is zero-padded to make the data vector length an even power of two, and an inverse fast Fourier transform
(IFFT) is taken. The zero-padding provides a guard band in the frequency-domain. Finally, to protect the data
from multipath effects, the last few symbols are repeated at the beginning of the data, which are called the cyclic



prefix (CP). The transmitted symbols can be obtained at the receiver by executing these steps in reverse order. A
traditional LTE or NR opportunistic receiver would use a local replica of the known PSS and SSS to correlate with
the received signals and recover timing and the frame structure. In the case where these sequences are unknown, as
in the case of future broadband LEO satellite systems or some of the on-demand reference signals in 5G NR signals,
acquiring and tracking of these SOPs becomes impossible unless the receiver blindly and adaptively estimates these
sequences. As such, the often forgotten time-domain orthogonality of OFDM signals is exploited to jointly estimate
all the reference signals contained within the received OFDM signal, without the need to reconstruct the frame. This
shortcut alleviates a significant computational burden. A similar approach is used for other types of signals, e.g.,
CDMA. Another important part of the proposed receiver are traditional phase-locked loops (PLLs) and delay-locked
loops (DLLs) to track the carrier and code phases of the estimated beacon sequence. However, it will be shown that
the estimated Doppler will have an ambiguity that is an integer multiple of some fundamental frequency inherent to
the signal. This ambiguity needs to be resolved to perform proper carrier tracking and aiding.

This paper extends the work in [38] and [39] through the following contributions. First, a universal signal model for
blind Doppler and code phase tracking is derived from standard signal models, namely CDMA and OFDM. Second,
a receiver architecture capable of estimating the unknown beacon sequences and produce Doppler and pseudorange
measurements from the universal signal model is proposed. Third, extensive experimental results are presented
showing successful tracking and navigation solution production from multiple sources using the proposed receiver
for different types of signals: GPS, cellular 4G LTE and 5G, and Starlink LEO satellites, under the aforementioned
partially known assumption.

The remainder of the paper is organized as follows. Section II presents the signal model. Section III overviews
the proposed blind universal receiver architecture. Section IV characterizes and demonstrates the proposed receiver
in producing a navigation solution with GPS, cellular 4G LTE and 5G signals, and Starlink LEO satellite signals.
Section V gives concluding remarks.

II. SIGNAL MODEL

Let x(t) be the unknown signal transmitted by a navigation source. The proposed framework does not assume any
particular modulation or multiplexing scheme. The only assumptions are the following:

1. The transmitted signal x(t) comprises M periodic synchronization signals {sm(t)}M
m=1

, with the m-th signal
having a period Tm. The total number of periodic signals M may be unknown. Furthermore, these periodic
signals may be multiplexed in time, frequency, and/or code.

2. The periodic signals {sm(t)}M
m=1

have “nice” autocorrelation and cross-correlation properties, i.e.,

Rsmsm(τ) ,

∫
Tm

2

−
Tm

2

sm(t+ τ)s∗m(t)dt

=

{

gbellm(τ), |τ | ≤ γmTm,
gtailm(τ), otherwise,

(1)

where gbellm is a bell-shaped function, γ is a positive real number close to one, and gtailm(τ) is the tail of the
autocorrelation function such as |gtailm(τ)| < ǫ for all |τ | > γmTm, where ǫ is a small, positive real number;
and

Rsms
m

′
(τ) ,

∫

Tm+T
m

′

2

−
Tm+T

m
′

2

sm(t+ τ)s∗m′ (t)dt, m′ 6= m, (2)

where
∣

∣Rsms
m

′
(τ)

∣

∣ < ǫ, ∀ τ .

As such, x(t) is modeled as,

x(t) =

∞
∑

n=−∞

M
∑

m=1

sm(t− nTm) + y(t), (3)



where y(t) denotes the remaining, non-periodic signals in the original transmitted signal x(t). Let T0 denotes the

least common multiplier of {Tm}
M

m=1
. Subsequently, one can define a periodic signal s(t) with period T0 as

s(t) =

M
∑

m=1

sm(t). (4)

The transmitted signal can now be expressed as

x(t) =

∞
∑

n=−∞

s(t− nT0) + y(t), (5)

where s(t) encompasses all periodic signals contained in x(t).

Fig. 1 shows examples of synchronization sequences with correlation properties that satisfy (1) and (1): (a) the
primary and secondary synchronization sequences (PSS and SSS, respectively) in 5G signals as well as the demodu-
lation reference signal (DM-RS) and (b) a GPS L1 C/A pseudorandom noise (PRN) sequence as well as the downlink
pseudo-noise (PN) sequence in cdma2000.

(a) (b)

Fig. 1. Correlation function of (a) GPS C/A PRN and cellular cdma2000 PN and (b) cellular LTE/5G PSS and SSS and cellular 5G
DM-RS.

III. Blind Universal Receiver Architecture

Fig. 2 shows a block diagram of the proposed universal receiver architecture. Similar to correlation-based receivers,
the universal receiver consists of a phase-locked loop (PLL) and a delay-locked loop (DLL) to track the carrier and
code phase of the synchronization sequence present in the received signal. The proposed receiver has two additional
blocks: (i) a block that refines the estimate of the unknown synchronization sequence [38] and (ii) a block that
resolves ambiguities in the estimated Doppler before switching to carrier aiding.

The receiver is initialized with a Doppler estimate that can be obtained in one of two ways: (i) using the maximum
likelihood approach described in [24] or (ii) from the phase of the inner product of two consecutive received frames.
Either way, the initial Doppler will have an ambiguity of N

T0

, where N is an integer. The initial Doppler estimate

f̂D0
can be expressed as follows:

f̂D0
= fD0

+
N

T0

+ ǫ0,

where fD0
is the true initial Doppler and ǫ0 is the initial error due to noise. The Doppler estimate produced by the

tracking loops will have the aforementioned ambiguity. To use the Doppler estimate for carrier aiding, the ambiguity



must be resolved. This can be performed by comparing the Doppler constructed by the delay estimate to the Doppler
produced by the tracking loops. Once the Doppler ambiguity is resolved, the receiver can switch to carrier aiding to
produce smooth code phase estimates.

Carrier
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correlation

Synchronization
sequence update

Carrier phase
discriminator

Code phase
discriminator

PLL
filter

DLL
filter

Carrier
NCO

Code
NCO

Carrier
aiding

Received signal

Fig. 2. Blind universal receiver architecture.

The above receiver is first tested to track a simulated Globalstar-like signal. The inner-product approach was used
to initialize the Doppler. Fig. 3 summarizes the simulation results, which show that the Doppler and delay estimates
converge to the true ones at varying carrier-to-noise ratios (CNRs). Fig 3 also shows the norm squared of the
estimated sequence, |S|2 which converges to its maximum at steady-state. Fig. 4 shows a scatterplot of the estimate
sequence at varying CNRs.

Fig. 3. Simulation results showing the Doppler and delay estimates converging to the true ones at varying CNRs. The figure also shows
the norm squared of the estimated sequence, |S|2 which converges to its maximum at steady-state.



Fig. 4. Simulation results showing the estimated synchronization sequence at varying CNRs.

IV. EXPERIMENTAL RESULTS

This section shows experimental application of the blind universal cognitive receiver in producing a navigation
solution with GPS L1 C/A signals, cellular 4G LTE and 5G signals, and Starlink LEO satellite signals.

A. GPS Signals

In order to test the proposed receiver with GPS L1 C/A signals, a GPS antenna which was mounted on the roof
of the Winston Chung Hall at the University of California, Riverside, USA. The GPS signals were down-mixed
and sampled via a National Instruments universal software radio peripheral (USRP), driven by a GPS-disciplined
oscillator (GPSDO). The samples of the received signals were stored for off-line post-processing. The GPS L1 C/A
signals contain PRN codes at 1.023 Mega chips per second (Mcps), modulated by binary PSK (BPSK) (M = 2)
navigation bits at 50 bits per second (bps). Multiple GPS satellites transmit simultaneously in the same channel
using CDMA. As such, the maximum likelihood approach in [24] was used to initialize the Doppler of four GPS
satellites. The correlation function between the estimated and true PRNs of the 4 GPS satellites are shown in Fig.
5. The decoded PRNs are then used in an SDR to produce pseudorange measurements on GPS satellites and in
turn solve for a stationary receiver’s position. The acquisition and tracking results of PRN 21 are shown in Fig. 6.
Note that the GPS signals were used opportunistically; hence, no clock corrections were performed and the satellites’
positions were obtained by propagating the two-line element (TLE) files available for the visible satellites [38]. The
final position error was found to be 54.5 m. The experimental layout and the true and estimated receiver positions
are shown in Fig. 7.



Fig. 5. Correlations between the decoded PRN of each GPS satellite and the true PRNs

Fig. 6. GPS signal acquisition for PRN 21 using the decoded beacon. (b) Signal tracking of PRN 21 over a period of 5 seconds.
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Fig. 7. (a) Experimental environment for GPS L1 C/A signals. (b) True and estimated receiver positions. (c) Experimental hardware
setup.

B. Cellular 4G LTE Signals

In this experiment with LTE signals, a DJI Matrice 600 UAV was equipped with an NI USRP-2955 and four consumer
grade 800/1900 MHz cellular antennas to sample LTE signals near Aliso Viejo, California, USA. The channels of the
USRP were tuned to 1955, 2145, 2125, and 739 MHz carrier frequencies, respectively, which are 4G LTE frequencies
allocated to the U.S. cellular providers AT&T, T-Mobile, and Verizon. The sampling rate for each channel was
set to 10 MSps and the sampled LTE signals were stored on a laptop for post-processing. The UAV was equipped
with a Septentrio GNSS-aided INS for ground-truth. The UAV traversed a trajectory of 609 m. Fig. 8 shows
the environment layout and the UAV trajectory. The blind receiver was used to produce pseudorange and carrier
phase measurements and estimate the UAV trajectory [24]. The position RMSE from both the blind receiver and a
conventional receiver was found to be 2.07 m. Fig. 9 shows the true and estimated UAV trajectories.
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C. Cellular 5G Signals

In this experiment with 5G signals, an Autel Robotics X-Star Premium UAV equipped with a single-channel Ettus
312 USRP connected to a consumer-grade 800/1900 MHz cellular antenna and a small consumer-grade GPS antenna
to discipline the on-board oscillator. The cellular receivers were tuned to the cellular carrier frequency 632.55 MHz,
which is a 5G NR frequency allocated to the U.S. cellular provider T-Mobile. Samples of the received signals were
stored for off-line post-processing. The ground-truth reference trajectory was taken from the on-board Ettus 312
USRP GPS solution. The UAV traversed a trajectory of 416 m. Fig. 10 shows the environment layout and the
vehicle trajectory. The blind receiver was used to produce pseudorange and carrier phase measurements and estimate
the UAV trajectory [24]. The position RMSE was found to be 4.35 m. Fig. 11 shows the true and estimated UAV
trajectories.
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D. Starlink LEO Signals

In this experiment with Starlink signals, a stationary NI USRP-2945R was equipped with a consumer-grade Ku
antenna and low-noise block downconverter (LNB) to receive Starlink signals in the Ku-band. The sampling band-
width was set to 2.5 MHz and the carrier frequency was set to 11.325 GHz, which is one of the Starlink downlink
frequencies. The samples of the Ku signal were stored for off-line processing. The USRP was set to record Ku signals
over a period of 800 seconds. During this period, a total of six Starlink space vehicles (SVs) transmitting at 11.325
GHz passed over the receiver, one at a time. The universal receiver was adapted to acquire and track the signals
from these satellites using the Starlink signal model discussed in [40]. The final 3–D position error was found to
be 33.5 m, while the 2–D position error was 25.9 m. Upon equipping the receiver with an altimeter (to know its
altitude), the 2–D position error goes down to 7.7 m. A skyplot of the Starlink SVs, the environment layout, and
the positioning results are shown in Fig. 12.
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Fig. 12. Positioning results with Starlink LEO satellites.

V. CONCLUSION

This paper presented a universal receiver architecture for blindly exploiting terrestrial and space SOPs for navigation.
The only assumption the receiver makes is knowledge of the center frequency and bandwidth of the SOP. Experimental
results were presented showing the proposed receiver successfully producing meter-level-accurate navigation solutions
from different types of terrestrial and space signals: GPS, cellular 4G LTE and 5G, and Starlink LEO satellites, under
the aforementioned partially known assumption.
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[3] J. del Peral-Rosado, R. Raulefs, J. López-Salcedo, and G. Seco-Granados, “Survey of cellular mobile radio localization methods:
From 1G to 5G,” IEEE Communications Surveys Tutorials, vol. 20, no. 2, pp. 1124–1148, 2018.

[4] J. Khalife and Z. Kassas, “Opportunistic UAV navigation with carrier phase measurements from asynchronous cellular signals,”
IEEE Transactions on Aerospace and Electronic Systems, vol. 56, no. 4, pp. 3285–3301, August 2020.

[5] M. Maaref and Z. Kassas, “Ground vehicle navigation in GNSS-challenged environments using signals of opportunity and a closed-
loop map-matching approach,” IEEE Transactions on Intelligent Transportation Systems, vol. 21, no. 7, pp. 2723–2723, July 2020.

[6] C. Yang and A. Soloviev, “Mobile positioning with signals of opportunity in urban and urban canyon environments,” in IEEE/ION
Position, Location, and Navigation Symposium, April 2020, pp. 1043–1059.

[7] Z. Kassas, J. Khalife, A. Abdallah, and C. Lee, “I am not afraid of the jammer: navigating with signals of opportunity in GPS-denied
environments,” in Proceedings of ION GNSS Conference, 2020, pp. 1566–1585.

[8] W. Pelgrum and C. Schue, “Position, navigation, and timing technologies in the 21st century,” J. Morton, F. van Diggelen, J. Spilker,
Jr., and B. Parkinson, Eds. Wiley-IEEE, 2021, vol. 2, ch. 41: Navigation with Low-Frequency Radio Signals, pp. 1281–1333.

[9] A. Abdallah and Z. Kassas, “UAV navigation with 5G carrier phase measurements,” in Proceedings of ION GNSS Conference,
September 2021, accepted.

[10] T. Reid, K. Gunning, A. Perkins, S. Lo, and T. Walter, “Going back for the future: Large/mega LEO constellations for navigation,”
in Proceedings of ION GNSS Conference, September 2019, pp. 2452–2468.

[11] Z. Kassas, J. Morales, and J. Khalife, “New-age satellite-based navigation – STAN: simultaneous tracking and navigation with LEO
satellite signals,” Inside GNSS Magazine, vol. 14, no. 4, pp. 56–65, 2019.

[12] M. Joerger, L. Gratton, B. Pervan, and C. Cohen, “Analysis of Iridium-augmented GPS for floating carrier phase positioning,”
NAVIGATION, Journal of the Institute of Navigation, vol. 57, no. 2, pp. 137–160, 2010.

[13] T. Reid, A. Neish, T. Walter, and P. Enge, “Broadband LEO constellations for navigation,” NAVIGATION, Journal of the Institute
of Navigation, vol. 65, no. 2, pp. 205–220, 2018.

[14] D. Racelis, B. Pervan, and M. Joerger, “Fault-free integrity analysis of mega-constellation-augmented GNSS,” in Proceedings of ION
GNSS Conference, January 2019, pp. 465–484.



[15] T. Mortlock and Z. Kassas, “Performance analysis of simultaneous tracking and navigation with LEO satellites,” in Proceedings of
ION GNSS Conference, September 2020, pp. 2416–2429.

[16] S. Thompson, S. Martin, and D. Bevly, “Single differenced doppler positioning with low Earth orbit signals of opportunity and angle
of arrival estimation,” in Proceedings of ION International Technical Meeting, 2020, pp. 497–509.

[17] M. Psiaki, “Navigation using carrier doppler shift from a LEO constellation: TRANSIT on steroids,” NAVIGATION, Journal of
the Institute of Navigation, vol. 68, no. 3, pp. 621–641, September 2021.

[18] N. Khairallah and Z. Kassas, “Ephemeris closed-loop tracking of LEO satellites with pseudorange and Doppler measurements,” in
Proceedings of ION GNSS Conference, September 2021, accepted.

[19] D. Lawrence, H. Cobb, G. Gutt, M. OConnor, T. Reid, T. Walter, and D. Whelan, “Navigation from LEO: Current capability and
future promise,” GPS World Magazine, vol. 28, no. 7, pp. 42–48, July 2017.

[20] P. Iannucci and T. Humphreys, “Economical fused LEO GNSS,” in Proceedings of IEEE/ION Position, Location and Navigation
Symposium, 2020, pp. 426–443.

[21] J. Khalife, M. Neinavaie, and Z. Kassas, “Navigation with differential carrier phase measurements from megaconstellation LEO
satellites,” in Proceedings of IEEE/ION Position, Location, and Navigation Symposium, April 2020, pp. 1393–1404.

[22] “Position, navigation, and timing technologies in the 21st century,” J. Morton, F. van Diggelen, J. Spilker, Jr., and B. Parkinson,
Eds. Wiley-IEEE, 2021, vol. 2, Part D: Position, Navigation, and Timing Using Radio Signals-of-Opportunity, ch. 35–43, pp.
1115–1412.

[23] K. Shamaei and Z. Kassas, “Receiver design and time of arrival estimation for opportunistic localization with 5G signals,” IEEE
Transactions on Wireless Communications, vol. 20, no. 7, pp. 4716–4731, 2021.

[24] M. Neinavaie, J. Khalife, and Z. Kassas, “Cognitive opportunistic navigation in private networks with 5G signals and beyond,”
IEEE Journal of Selected Topics in Signal Processing, 2021, accepted.

[25] D. Tse and P. Viswanath, Fundamentals of wireless communication. Cambridge university press, 2005.
[26] L. Schiff and A. Chockalingam, “Signal design and system operation of Globalstar TM versus IS-95 CDMA – Similarities and

differences,” Wireless Networks, vol. 6, no. 1, pp. 47–57, February 2000.
[27] R. Hendrickson, “Globalstar for the military,” in Proceedings of IEEE Military Communications Conference, vol. 3, November 1997,

pp. 1173–1178.
[28] M. Tsatsanis and G. Giannakis, “Blind estimation of direct sequence spread spectrum signals in multipath,” IEEE Transactions on

Signal Processing, vol. 45, no. 5, pp. 1241–1252, May 1997.
[29] M. Tanda, “Blind symbol-timing and frequency-offset estimation in OFDM systems with real data symbols,” IEEE Transactions

on Communications, vol. 52, no. 10, pp. 1609–1612, October 2004.
[30] A. Al-Dweik, “A novel non-data-aided symbol timing recovery technique for OFDM systems,” IEEE Transactions on Communica-

tions, vol. 54, no. 1, pp. 37–40, January 2006.
[31] G. Gao, “Towards navigation based on 120 satellites: Analyzing the new signals,” Ph.D. dissertation, Stanford University, 2008.
[32] W. Liu, J. Wang, and S. Li, “Blind detection and estimation of OFDM signals in cognitive radio contexts,” in International

Conference on Signal Processing Systems, vol. 2, July 2010, pp. 347–351.
[33] T. Zhang, S. Dai, W. Zhang, G. Ma, and X. Gao, “Blind estimation of the PN sequence in lower SNR DS-SS signals with residual

carrier,” Digital Signal Processing, vol. 22, no. 1, pp. 106–113, 2012.
[34] Y. Wei, L. Liu, and J. Zhang, “Blind estimation of PN sequence of DS-CDMA signal in multipath,” in Proceedings of International

Conference on Consumer Electronics, Communications and Networks, 2012, pp. 1695–1699.
[35] D. Roy, T. Mukherjee, M. Chatterjee, E. Blasch, and E. Pasiliao, “RFAL: adversarial learning for RF transmitter identification and

classification,” IEEE Transactions on Cognitive Communications and Networking, vol. 6, no. 2, pp. 783–801, 2019.
[36] A. Al-Habob, E. Makled, O. Dobre, and O. Üreten, “Blind signal detection in cellular bands,” IEEE Transactions on Instrumentation

and Measurement, vol. 69, no. 3, pp. 657–659, 2020.
[37] Y. Liu and F. Wang, “Blind data detection with unknown channel coding,” IEEE Communications Letters, vol. 24, no. 4, pp.

758–761, 2020.
[38] M. Neinavaie, J. Khalife, and Z. Kassas, “Blind opportunistic navigation: Cognitive deciphering of partially known signals of

opportunity,” in Proceedings of ION GNSS Conference, September 2020, pp. 2748–2757.
[39] J. Khalife, M. Neinavaie, and Z. Kassas, “Blind Doppler estimation from LEO satellite signals: A case study with real 5G signals,”

in Proceedings of ION GNSS Conference, September 2020, pp. 3046–3054.
[40] J. Khalife, M. Neinavaie, and Z. Kassas, “The first carrier phase tracking and positioning results with Starlink LEO satellite signals,”

IEEE Transactions on Aerospace and Electronic Systems, 2021, accepted.



Letter

Unveiling Starlink LEO Satellite OFDM-Like Signal
Structure Enabling Precise Positioning

Abstract— This letter unveils the unknown structure of Starlink
low Earth orbit (LEO) satellites’ orthogonal frequency division
multiplexing (OFDM)-like reference signals (RSs). The spectrum
of Starlink’s dowlink signals is presented, and the frame length
is estimated. A blind receiver is proposed, which acquires via
a sequential generalized likelihood ratio test multiple satellites,
estimates their RSs and respective Doppler, and tracks their carrier
and code phases. Experimental results are presented showing six
tracked Starlink LEO satellites, three of which transmitted pure
tones, while the other transmitted OFDM-like signals. The achieved
horizontal positioning error with the six satellites was 6.5 m.

Index Terms— signals of opportunity, matched subspace detec-
tor, Doppler positioning, low Earth orbit, Starlink.

I. Introduction

Navigation with low Earth orbit (LEO) space vehicles
(SVs) is receiving significant attention [1]–[3]. Research
has shown that one could exploit LEO SVs’ broadband
communication signals opportunistically for navigation
purposes [4].

The first positioning results with Starlink LEO SV
signals were presented in [5], [6]. These papers, exploited
a train of pure tones in the downlink of Starlink signals to
obtain carrier phase and Doppler measurements. Starlink
downlink signals occupy 250 MHz bandwidth of the Ku-
band to provide high-rate broadband connectivity [7].
However, to the authors’ knowledge, in the current lit-
erature, nothing beyond the pure tones transmitted in the
downlink of Starlink SVs have been detected, tracked, and
exploited for navigation purposes.

This letter unveils for the first time Starlink’s orthog-
onal frequency division multiplexing (OFDM) reference
signal (RS) structure, from which the frame length is
estimated. Next, a blind receiver is proposed, which
acquires multiple SVs, estimates their RSs and Doppler,
and tracks their carrier and code phases. Upon processing
the data collected in [6] from six Starlink LEO SVs via
the proposed receiver, it turns out that while three of
the SVs were transmitting pure tones, three were also
transmitting OFDM-like signals. When the OFDM-like
signals were fused into the positioning framework, the
horizontal positioning error reduced from 10 m to 6.5 m.
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II. Received Signal Model

A. OFDM-Like Signal Frame Length

Starlink uses a 250 MHz signal bandwidth in the Ku-
band for the satellite-to-user downlink [7]. Starlink SVs
broadcast nine pure tones which are approximately 43.9
KHz apart. In this letter, these tones are referred to as
central tones, since they are located at the center of the
250 MHz bandwidth. At a first glance, a white signal
containing the central tones is visible in the spectrum [5].
It should be pointed out that due to the high dynamics of
Starlink SVs, the downlink signals suffer from Doppler
rates which can be on the order of thousands of Hz/s.
The Doppler rate distorts the frequency components and
imposes a whitening effect on the transmitted signals.
Fig. 1 demonstrates the spectrum of Starlink downlink
signals after the Doppler rate wipe-off. The details of
the Doppler rate wipe-off process are provided in the
following subsection. It can be seen that along with the
central tones, OFDM-like subcarriers are also visible in
the spectrum of Starlink downlink signals.
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Fig. 1. The spectrum of Starlink downlink signals after Doppler rate
wipe-off: OFDM-like subcarriers appeared along with central tones.

OFDM signals contain frames in which some periodic
RSs reside, and are sent for synchronization purposes.
The frame length, i.e., the period of the synchronization
signals, can be obtained according to the autocorrelation
function of a time segment of the received signal. The
autocorrelation of a large enough time segment of the
received signal will result in an impulse train, and the
distances between two consecutive impulses are equal
the OFDM frame length. Fig. 2(a) demonstrates the
autocorrelation of a 100 ms time segment of the Starlink
downlink signal after Doppler rate wipe-off. It can be seen
that the distance between the impulses of the resulting
train is about 1.32 ms. Also, as a comparison, Fig. 2(b)
shows the same processing on a 40 ms time segment of a
5G new radio (NR) signal, resulting in a frame length
estimate of 10 ms, which matches the standard frame
length of 5G NR downlink signals.

B. Baseband Signal Model

Based on the signal analysis in the previous subsec-
tion, the downlink signals from multiple Starlink SVs are
modeled as unknown RSs of OFDM-like signals in the
presence of noise [8]. Therefore, the received baseband

Fig. 2. Autocorrelation of the recorded signal after Doppler
wipe-off: (a) Autocorrelation of 100 ms of Starlink downlink signal

shows a frame length of about 1.32 ms. (b) Autocorrelation of 40 ms
of 5G NR downlink signal which shows the frame length of 10 ms

(5G NR standard frame length).

signal samples can be written as

r[n] =

N∑
i=1

αi(τn)ci[τn − tsi [n]] exp (jθi[τn]) +w[n], (1)

where r[n] is the received signal at the nth time instant; N
is the total number of Starlink SVs; αi(τn) is the complex
channel gain between the receiver and ith Starlink SV; τn
is the sample time expressed in receiver time; ci[n] repre-
sents samples of the complex periodic RS with a period
of L samples; tsi [n] is the instantaneous code-delay of the
ith SV at the nth time instant; θi[τn] = 2πfDi

[n]Tsn is the
carrier phase in radians, where fDi

[n] is the instantaneous
Doppler frequency at the nth time instant and Ts is the
sampling time; and w[n] captures the effect of noise
and transmitted data and is modeled as a complex zero-
mean independent and identically-distributed Gaussian
sequence with variance σ2

w.
It is observed that during the processing interval, the

instantaneous Doppler frequency fDi
[n] and the instan-

taneous code-delay tsi [n] are almost linear functions of
time; i.e., fDi

[n] = fDi
+ βin and tsi [n] = tsi + γin;

where fDi
is referred to as Doppler, tsi is referred to as

code-delay, βi is the Doppler rate, and γi is referred to
as the Doppler stretch corresponding to the ith Starlink
SV. The coherent processing interval (CPI) is defined
as the time interval in which the channel gain αi(τn),
Doppler fDi

, code-delay tsi , Doppler rate βi, and Doppler
stretch γi are all constant. The received signal at the
nth time instant when the Doppler rate is wiped off
is denoted by r′[n] ≜ exp(−j2πβin

2)r[n]. Assuming a
constant Doppler rate, one can define c′i(τn) ≜ ci[(1 −
γi)τn − tsi ]. Due to the priodicity of the RS, c′(τn) is
also periodic with period L′ ≜ L

1−γi
. Moreover, one

can define si[n] ≜ αic
′[τn] exp (j2πfDiTsn) to obtain
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r′[n] =
∑N

i=1 si[n]+w[n]. Due to the periodicity of c′(τn),
si[n] has the following property

si[n+mL′] = si[n] exp (jωimL′) , 0 ≤ n ≤ L′−1, (2)

where ωi = 2πfDi
Ts is the normalized Doppler and

−π ≤ ωi ≤ π. A vector of L′ observation samples
corresponding to the mth period of the signal is formed as
zm ≜ [r′[mL′], r′[mL′ + 1], . . . , r′[(m+ 1)L′ − 1]]T. The
CPI vector is constructed by concatenating K vectors of
zm to form the KL′ × 1 vector

y =

N∑
i=1

Hisi +w, (3)

where si = [si[1], si[2], . . . , si[L
′]]T; Hi ≜ [IL′ ,

exp (jωiL
′) IL′ , . . . , exp (jωi(M − 1)L′) IL′ ]

T is a KL′×
L′ Doppler matrix with IL′ being an L′ × L′ identity
matrix; and w is the noise vector.

III. Receiver Structure
This section presents the structure of the proposed re-

ceiver, consisting of two stages: acquisition and tracking.

A. Acquisition: Sequential Matched Subspace
Detection

In this paper, the acquisition stage is formulated as a
sequential matched subspace detection problem [9], [10].
The reader is referred to [8], [11] for further interpre-
tations of matched subspace detectors. In the first step
of the proposed sequential algorithm, the presence of a
single Starlink SV is tested, and if the null hypothesis is
accepted, then N̂ = 0, which means that no Starlink SV is
detected to be present in the environment under the test.
If the test rejects the null hypothesis, the algorithm asserts
the presence of at least one source and performs the test
to detect the presence of other SVs in the presence of the
previously detected SVs, sequentially. The Doppler and
RS of each SV are estimated at each step as follows.

In order to test the presence of si at the ith stage
of the acquisition algorithm, the observation vector (3)
can be written as y = Hisi + Bi−1θi−1 + w, where,
Bi−1≜ [H1,H2, . . . ,Hi−1] and θi−1≜ [sT1 , s

T
2 , . . . , s

T
i−1]

T.
The generalized likelihood ratio (GLR) test for detecting
si at each stage can be written as [8]

L(y) =
∥HH

i P
⊥
Bi−1

y∥2

∥P⊥
Bi−1

y∥2
Hi

1

≷
Hi

0

ηi, (4)

where Hi
1 is the hypothesis that si is present at the ith

stage of the acquisition, Hi
0 is the hypothesis that si

is absent, yH is the Hermitian transpose of y, PX ≜
X(XHX)−1XH denotes projection matrix to the column
space of X, and P⊥

X ≜ I − PX. The threshold ηi is a
predetermined threshold at the ith stage. The maximum
likelihood (ML) estimate of ωi is obtained by maximizing
the likelihood function under Hi

1, which yields
ω̂i = argmax

ωi

∥HH
i P

⊥
Bi−1

y∥2, (5)

and is used to construct PBi−1 and Hi used in the next
stage (with PB0 ≡ I). The ML estimate of the ith

Starlink RS si, is given by ŝi = 1
λi
HH

i P
⊥
Bi−1

y, where
λiI = HH

i P
⊥
Bi−1

Hi. If the null hypothesis at the ith stage
of the sequential algorithm is accepted, the algorithm is
terminated and the estimated number of Starlink SVs will
be N̂ = i− 1.
B. Tracking

After obtaining coarse estimates of the Doppler fre-
quencies and estimates of the RSs in the acquisition stage,
the receiver refines and maintains these estimates via
tracking loops. Specifically, phase-locked loops (PLLs)
are employed to track the carrier phases of the detected
RSs and carrier-aided delay-locked loops (DLLs) [12] are
used to track the RSs’ code phases as in [8]. Each detected
source has its own dedicated tracking loop.

IV. Experimental Results

This section presents experimental results showing
the first precise positioning results that exploit Starlinks’
OFDM-like signals. A stationary National Instrument (NI)
universal software radio peripheral (USRP) 2945R was
equipped with a consumer-grade Ku antenna and a low-
noise block (LNB) downconverter to receive Starlink
signals in the Ku-band. The sampling rate was set to 2.5
MHz and the carrier frequency was set to 11.325 GHz
to record Ku signals over a period of 800 s. Six Starlink
SVs were broadcasting nine pure tones during this period,
and the algorithm detected OFDM-like signals in the
downlink of three of these SVs. To avoid redundancy, the
acquisition and tracking results of only one of the OFDM
transmitting SVs are presented next.
A. Acquisition

The detection threshold was set ηi = 1.02 and K
was set to 220. Doppler estimation was performed by
searching for the maximizer of the likelihood function
(5) with a step-size of 1 Hz. The acquisition stages in the
proposed receiver are illustrated in Fig. 3, where in the
first stage, one source is detected at frequency −249.288
Hz; in the second stage, another source is detected at
207.212 Hz; and finally, in the third stage, the Doppler
subspace of the first two sources are nulled and the
resulting likelihood is less than the threshold, leading to
N̂ = 2. It should be pointed out that the detected sources
can be either an SV or a false alarm (multipath or other
unwanted sources). It will be demonstrated in the next
subsection that if at the acquisition stage, a false alarm
occurs (i.e., a source is mistakenly detected), the carrier
phase error will not converge in the tracking loops. In this
case, the proposed receiver should neglect such a source.
Fig. 4 demonstrates the correlation properties of the
estimated RSs. The shape of the autocorrelation function
reveals that all the available bandwidth ( 1

0.4×10−6 = 2.5
MHz, in this experiment) is exploited.
B. Tracking

Fig. 5 demonstrates the carrier phase error for the two
detected sources. It can be seen that the carrier phase error
for the source located at 207.212 Hz is not converging.

LETTER 3
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Hence, the proposed receiver rejects this source as false
alarm and excludes it. Six Starlink SVs were tracked using
the proposed receiver. While all six SVs broadcasted pure
tones, three of them also transmitted OFDM-like signals.

The receiver’s position is estimated via a weighted
nonlinear least-squares (WNLS) from Doppler measure-
ments extracted from the three SVs with pure tones
and the three SVs with OFDM-like signals. The WNLS
formulation is similar to [6]. The receiver’s position
estimate was initialized as the centroid of all SV positions,
projected onto the surface of the earth, yielding an initial
position error of 179 km. Recall that the final horizontal
position with the pure tones was shown in [6] to be
10 m. When the OFDM-based Doppler measurements
are incorporated, the error was reduced to 6.5 m. The
positioning results are summarized in Fig. 6.
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Fig. 5. Carrier phase error for the source at −249.288 Hz (Starlink
45694) and the source at 207.212 Hz (false alarm).
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F
or the safe and reliable control of automated ground 
vehicles, various road information needs to be esti-
mated. Road information typically include road sur-
face conditions, such as dryness, wetness, and iciness, 

as well as shapes, including curvature, bank angles, and 
slope angles. Satellite-based navigation reliability should 
also be considered important road information because 
automated vehicles use various navigation sensors that 
are dependent on positioning, navigation, and timing from 
global navigation satellite systems (GNSS). In particular, 
reliable and accurate GNSS-derived positions are crucial 
for short-range driving control and long-range navigation 
and path planning, while timing is crucial for onboard sen-
sor fusion, cooperative planning and control, and informa-
tion exchanges with other vehicles and the infrastructure. 
The reliability and accuracy of received GNSS signals is 
heavily dependent on the road layout within the surround-
ing environment.

An automated vehicle usually relies on GNSS, such as 
GPS in the United States, GLONASS in Russia, Galileo in 
Europe, and Beidou in China, to obtain its absolute po-
sition on Earth. Although other sensors, including vi-
sion [1], [2], radar [3], [4], lidar [5], [6], and ultrasonic [7] 
sensors and sensor networks [8], [9], can measure rela-
tive distances to nearby objects, GNSS receivers are the 
primary sensing modality for determining a vehicle’s 
absolute position. This absolute position information is 
crucial, especially for initializing urban navigation pro-
cesses using other sensors. For example, given a GNSS po-
sition solution, one can narrow the search space in digital 
maps, which are used with 3D point clouds from a scan-
ning lidar, to estimate in real time a vehicle’s position and 
heading to lane-level accuracy to avoid collisions [10]. In 
addition, when integrated with vision simultaneous local-
ization and mapping [2], GNSS can mitigate the accumula-

tive positioning error. Furthermore, GNSS measurements 
can be used to fix the drift of inertial measurement units 
(IMUs) for determining a vehicle’s linear and angular 
motion [11], [12].

GNSS and differential correction stations alone can pro-
vide centimeter-level positioning accuracy if the signal re-
ception environment and solar activity are favorable [17]. 
Urban canyons impose harsh signal reception conditions 
[18]. Tall buildings, trees, and nearby vehicles frequently 
block GNSS signals. Non-line-of-sight (NLOS) reception of 
GNSS signals without the reception of LOS signals, i.e., the 
NLOS-only condition, which occasionally occurs on urban 
roads, can cause arbitrarily large position errors. In addi-
tion, the accuracy of pseudoranges (i.e., measured distanc-
es between a user’s receiver and GNSS satellites, without 
compensating for the receiver’s clock bias and atmospheric 
delays) is degraded in an urban environment where LOS 
and NLOS signals are simultaneously received, i.e., the 
LOS + NLOS condition. Therefore, it is important to predict 
the reliability of GNSS signals on urban roads to ensure the 
safe operation of automated ground vehicles.

Various studies have utilized 3D building models with 
and without ray tracing to overcome the unfavorable GNSS 
signal reception conditions in urban environments [13], [14], 
[19]–[21]. Power matching [22], shadow matching [20], spec-
ular matching [21], and urban trench modeling [19] were 
developed to decrease positioning error by predicting the 
NLOS conditions of GNSS satellites by using a 3D building 
map. In [13] and [14], 3D building models along with ray-
tracing techniques were utilized to predict pseudoranges at 
a given location in an urban multipath environment. The 
future state uncertainty [13] and predicted positioning error 
[14] were then calculated based on the predicted pseudor-
anges. However, while GNSS signal blockage due to build-
ings was considered, blockage due to other objects 

Abstract—Predicting the safety of urban roads for navigation via global navigation satellite systems (GNSS) 
signals is considered. To ensure the safe driving of automated vehicles, a vehicle must plan its trajectory 
to avoid navigating on unsafe roads (e.g., icy conditions, construction zones, narrow streets, and so on). 
Such information can be derived from roads’ physical properties, the vehicle’s capabilities, and weather 
conditions. From a GNSS-based navigation perspective, the reliability of GNSS signals in different lo-
cales, which is heavily dependent on the road layout within the surrounding environment, is crucial to 
ensure safe automated driving. An urban road environment surrounded by tall objects can significantly 
degrade the accuracy and availability of GNSS signals. This article proposes an approach to predict the 
reliability of GNSS-based navigation to ensure safe urban navigation. Satellite navigation reliability at a 
given location and time on a road is determined based on the probabilistic position error bound of the 
vehicle-mounted GNSS receiver. A metric for GNSS reliability for ground vehicles is suggested, and a 
method to predict the conservative probabilistic error bound of the GNSS navigation solution is proposed. 
A satellite navigation reliability map is generated for various navigation applications. As a case study, the 
reliability map is used in a proposed optimization problem formulation for automated ground vehicle 
safety-constrained path planning.
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(e.g., trees and nearby vehicles) was not considered, nor did 
the predicted positioning error consider the detection and 
exclusion of possible faulty satellite signals and the probabi-
listic error bound of the predicted position solution.

The probabilistic error bound of the GNSS position 
solution, which is referred to as the protection level (PL), 
as well as the concept of navigation integrity have been 
actively studied for safety-critical applications, such as 
aviation [23], [24]. In [15], a receiver autonomous integrity 
monitoring (RAIM) algorithm was developed to predict 
the horizontal position error bound [i.e., the horizontal PL 
(HPL)] as a measure of satellite navigation reliability for 
ground vehicles. However, this algorithm did not perform 
fault detection and exclusion (FDE), and it did not con-
sider multiple signal faults, which are expected in urban 
environments. Furthermore, urban NLOS-only and LOS + 
NLOS conditions were not considered, and it was assumed 
that all GPS signals were received by direct LOS.

To overcome these limitations, a multiple hypothesis 
solution separation (MHSS) RAIM method was applied 
in [16], which considered multiple signal faults to predict 
the HPL. However, FDE was still not performed, and the 
performance of the proposed method was not validated 
experimentally. Upon attempting to validate this method 
experimentally, it was discovered that the method did not 
accurately predict the HPL. This was due to the complexity 
of predicting the multipath environment sufficiently ac-
curately and due to signal blockage owing to tall objects 
other than buildings. As presented in Table 1, the method 
proposed in the current study addresses the aforemen-
tioned issues.

The contributions of this study are summarized as follows:
 ■ A conservatively predicted multiconstellation GNSS HPL, 

after detecting and excluding multiple signal faults, is 
suggested as a metric for GNSS reliability for ground ve-
hicles. This metric considers more realistic urban GNSS 
signal environments than those in Table 1.

 ■ A method to conservatively predict GNSS HPLs for ground 
vehicles is proposed. While performing ray-tracing sim-
ulations with 3D urban digital maps, possible driving 
lanes and surrounding vehicles are considered, and the 
most conservative value is selected at each longitudinal 
location along the test roads.

 ■ It is experimentally shown that the proposed metric 
(i.e., the conservatively predicted HPL) successfully 
overbounds the HPL calculated using real pseudorange 
measurements during field tests in two cities.

 ■ An optimization problem formulation for safety-con-
strained path planning is proposed. Unlike previous 
studies, the unavailability of GNSS signals and continu-
ous GNSS signal outages are considered in the problem 
formulation. A specific implementation to solve this 
problem is also presented and experimentally dem-
onstrated. The proposed method enables automated 
ground vehicles to select the path that ensures naviga-
tion safety. 

Prediction of Satellite Navigation Reliability  
on Urban Roads
A GNSS receiver estimates its 3D position and clock bias 
by using pseudorange measurements from at least four 
GNSS satellites. Because a pseudorange is directly re-
lated to the signal travel time from a satellite to a user’s 
receiver, which is measured by a receiver clock, vari-
ous errors, such as satellite clock bias and ionospheric 
and tropospheric delay errors, contaminate the pseudo-
range measurement. These errors should be corrected 
for to bring the pseudorange closer to the true range. 
The receiver clock bias is treated as an additional un-
known variable, which is obtained alongside the receiv-
er position through a solution estimation process. This 
section presents various error sources for satellite navi-
gation systems and introduces the proposed method to 
predict pseudoranges and conservative position error 

Method Metric for GNSS Reliability Considered Obstacles Verification Method

Shetty and  
Gao [13]

State uncertainty bound (3v) that encloses the 
uncertain future state distributions

Buildings in virtual urban 
environments

Simulations only

Zhang and  
Hsu [14]

GPS positioning error Real-world buildings, without 
consideration of driving lanes

Experiments (mean of the measured and predicted 
positioning errors differed by a maximum of 17.7 m)

Maaref and 
Kassas [15]

GPS HPL without consideration of  
measurement faults

Not considered (all GPS signals 
assumed to be direct LOS)

Experiments (no performance comparison between 
the predicted and measured HPLs reported)

Lee et al. [16] GPS HPL with consideration of multiple 
measurement faults (FDE not performed)

Real-world buildings, without 
consideration of driving lanes

Simulations only

Proposed Conservative multiconstellation GNSS HPL  
with consideration of multiple measurement 
faults (FDE performed)

Real-world buildings and 
surrounding vehicles, with 
consideration of driving lanes

Experiments (conservatively predicted HPL bounded 
the measured HPL 100% of the time)

Table 1. The comparison of GNSS reliability prediction methods.
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bounds as measures of satellite navigation reliability on 
urban roads.

Error Sources for Satellite Navigation
The performance of GNSS-based navigation can be de-
graded by anomalous ionospheric behavior [25]–[27], ra-
dio frequency interference [28], [29], signal reflection and 
blockage [30], [31], and poor geometric diversity of satel-
lites in view [32], [33]. In particular, signal reflection and 
blockage due to buildings and other tall objects is a signifi-
cant error source for ground vehicle navigation in urban 
canyons. When N GNSS satellites are in view, the nth pseu-
dorange measurement in an urban environment at time 
step t, after satellite clock bias corrections, can be modeled 
as follows:

 
( ) ( ) ( ) ( )

( ) ( ) ( )

( ) ( ) ( ) ( ),

r r
t R t t t

t t c t t

I t T t t t

·
LOS bias

bias
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u
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u

n n n n

2

t t f

d

t f

= + +

= - +

+ + + +

 

(1)

where the descriptions of the symbols are given in Table 2.
Considerable common-mode errors can exist between 

a user and a nearby reference station, such as atmospheric 
delays and satellite ephemeris errors. These errors can 
be largely mitigated using differential GNSS (DGNSS). A 
DGNSS reference station broadcasts correction messages 
to nearby users, enabling the users to eliminate common-

mode errors. However, site-specific errors caused by NLOS-
only and LOS + NLOS signal reception cannot be mitigated 
using DGNSS.

Four GNSS signal reception conditions can occur in 
urban canyons: 1) the LOS-only condition, in which only 
the LOS signal is received; 2) the NLOS-only condition, in 
which only NLOS signals are received; 3) the LOS + NLOS 
condition, in which both LOS and NLOS signals are 
received; and 4) the no-signal condition, in which a signal 
is completely blocked by an object. Figure 1 illustrates the 
difference between the NLOS-only and LOS + NLOS con-
ditions. In the field of satellite navigation, the NLOS-only 
and LOS + NLOS conditions are treated differently, as they 
cause different types of pseudorange errors. Moreover, 
simulation methods to predict these errors are different, as 
discussed in the following.

Under the NLOS-only condition, the NLOS-only bias 
term, which is NLOS

nt  in Figure 1(a), reflects the extra travel 
distance (i.e., R– NLOS

n n
1t  where n

1t  is the travel distance 
along the reflected path) due to signal reflection, which 

Symbol Description

nt The n th pseudorange measurement in an urban environment 
after satellite clock bias corrections

RLOS
n Length of the LOS path between a user’s receiver and the 

n th satellite, including delays due to receiver’s clock bias, 
ionosphere, and troposphere

bias
nt Either 1) the bias due to an NLOS-only condition (i.e., LOSN

nt ) 
which represents the extra travel distance of the NLOS signal 
compared with RLOS

n  [see Figure 1(a)], or 2) the bias due to an 
LOS + NLOS condition (i.e., NL

nt + ) where both LOS and NLOS 
signals are received [see Figure 1(b)]

NLOS
nt Bias due to an NLOS-only condition

L N
nt + Bias due to an LOS + NLOS condition

ru Position vector of a user’s receiver

r n Position vector of the n th satellite

c Speed of light

tud User’s receiver clock bias

In
Ionospheric delay in the n th pseudorange measurement

Tn
Tropospheric delay in the n th pseudorange measurement

nf Remaining errors (e.g., noise, unmodeled effects, and so on) in 
the n th pseudorange measurement

Table 2. The mathematical notations related to pseudorange 
measurement modeling in urban environments.

ρ1
n

RLOS
n

ρNLOS = ρ1 – RLOS
n n n

(a)

ρ2, A2, φ2
n n n

RLOS, ALOS, φLOS
n n n

(b)

ρL+N = f (ρ2 – RLOS, A2 – ALOS, φ2 – φLOS)n n n n n n n

FIG 1 The GNSS (a) NLOS-only and (b) LOS + NLOS conditions in an 
urban environment and corresponding pseudorange biases.
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can be arbitrarily large. If this bias remains in the pseu-
dorange measurement, it can cause a large unbounded po-
sitioning error. A typical way to predict NLOS

nt  at a given 
location is to calculate the difference between the lengths 
of the direct and reflected paths (i.e., the LOS and NLOS 
paths) from a satellite to a receiver, which represents the 
extra travel distance. Ray-tracing simulation using 3D ur-
ban digital maps can be performed to estimate the length 
of the reflected path. The positions of the satellites at a giv-
en time for ray-tracing simulation are calculated based on 
the satellite broadcast almanac information. The complete 
blockage of a signal (i.e., the no-signal condition) can also 
be predicted by ray-tracing simulation.

In an urban environment, the LOS + NLOS condition 
is more frequently observed than the NLOS-only condi-
tion. Unlike the NLOS-only bias term, the LOS + NLOS bias 
term, which is L N

nt +  in Figure 1, is bounded. Reflected sig-
nals with a large delay when compared with the 1.5-chip 
width of the GNSS signal (e.g., a 300-m width for a GPS L1 
C/A-code chip) do not cause any bias in the pseudorange 
measurements if the direct signal is also received and 
tracked [34]. For short-delay reflected signals (i.e., the de-
lay is less than 1.5 chips), L N

nt +  depends on the receiver’s 
correlator design, and it is a function of the difference of 
the travel distances (i.e., ),RLOS

n n
2t -  received signal am-

plitudes (i.e., ),A ALOS
n n
2 -  and phases (i.e., )LOS

n n
2z z-  of the 

reflected and direct signals, where · n
2^ h  and · LOS

n^ h  repre-
sent the reflected and direct signals from the nth satellite, 
respectively [see Figure 1(b)].

The receiver used in the field experiments of this study, 
which will be explained in the “Experimental Field Test 
Results” section, utilizes the a posteriori multipath esti-
mation (APME) method [35]; therefore, the multipath er-

ror envelop of the APME method was used to predict L N
nt +  

in this study. The amplitudes and phases of the received 
reflected and direct signals were obtained through ray-
tracing simulations.

Probabilistic Error Bound and Advanced RAIM
Accuracy in the field of navigation usually refers to the 
95th-percentile value of the positioning error distribution 
[36]. However, when navigation safety is of concern, a con-
siderably higher probability (e.g., 99.99999% for the verti-
cal guidance of aircraft) should be considered to obtain an 
error bound [23]. This error bound (i.e., the PL) includes 
the true position of a user with a required high probabil-
ity. If the PL is larger than the alert limit (AL) of a certain 
safety-critical operation (e.g., 35 m for the vertical guid-
ance of an aircraft down to 200 ft above the runway), the 
position output from the navigation system is deemed un-
reliable because it is not guaranteed that the true position 
is within the AL with the required probability. In this case, 
the navigation system is declared unavailable and must not 
be used to ensure navigation safety (i.e., navigation integ-
rity is guaranteed by a timely alert).

Among various methods and augmentation systems—
e.g., ground-based augmentation systems [37]–[39] and 
satellite-based augmentation systems [40], [41]—to guar-
antee the integrity of satellite navigation systems, RAIM 
is often preferred because it requires no or minimal sup-
port from infrastructure. The basic idea of RAIM is to 
check the consistency among position solutions obtained 
by subsets of pseudorange measurements. If all the subset 
solutions are almost identical, all the signals can be con-
firmed to be fault free, and the position output of a receiver 
is deemed reliable.

Many RAIM algorithms have the functionality of FDE 
and PL calculations. FDE rejects faulty signals that cause 
erroneous position solutions through a consistency check 
using redundant measurements. A minimum of six pseu-
dorange measurements is necessary to detect and exclude 
a single fault. PL is a probabilistic error bound of a posi-
tion solution, and HPL is particularly relevant to ground 
vehicles. For aerial vehicles, the vertical PL should also be 
considered [42], [43]. After performing FDE, the HPL can 
be calculated, as shown in Figure 2.

It should be noted that RAIM is suitable for the real-time 
integrity monitoring of received GNSS signals; however, the 
focus of this study is not on guaranteeing real-time naviga-
tion integrity. Instead, a method is proposed to predict satel-
lite navigation reliability at every location on urban roads 
before an automated vehicle arrives at a location. The prob-
abilistic position error bound (i.e., the HPL) is used as a safe-
ty metric to represent satellite navigation reliability. After 
the reliability is predicted and provided to a vehicle as part 
of the road information, the vehicle can detour around the 
low-reliability region (i.e., the high-HPL region) or  prepare 

GNSS Pseudorange
Measurements + Orbit Data

Position Solution and
Test Statistic Calculation

Fault Exclusion
Yes

No

Test Statistic
>Threshold?

(Fault Detection)

HPL Calculation HPL Calculation
After Fault Exclusion

FIG 2 The FDE and HPL calculation of the RAIM algorithm.
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its other navigation sensors to not utilize GNSS measure-
ments when passing through the low-reliability region.

For this purpose, advanced RAIM (ARAIM) with an MHSS 
algorithm [36], [44] that can handle multiple faults and con-
stellations is adopted in this study. It is expected that a ground 
vehicle will experience multiple GNSS signal faults on urban 
roads. Currently, most GNSS receivers used by automated ve-
hicles are capable of tracking multiple GNSS constellations 
(e.g., GPS and GLONASS were used in this study). By intro-
ducing multiple hypotheses of signal failures, ARAIM can 
detect and exclude multiple faults in multiple constellations 
and consider the possibility of further fault modes when cal-
culating the HPL. Therefore, ARAIM, among various RAIM 
algorithms [45], is appropriate for FDE based on predicted 
pseudoranges and HPL prediction for automated ground ve-
hicles in urban environments.

The MHSS-based FDE algorithm detects faulty signals 
by using a solution separation threshold test. Solution sep-
aration is the difference between fault-free and fault-
tolerant position solutions. The receiver’s state x, which 
is ,x xD+t t  can be estimated by the weighted least-squares 
estimator, whose update equation is given by [34], [44]

 ( ) ,G WG G Wx 1 tD D= < <-t  (2)

where the descriptions of the symbols are given in Table 3. 
The fault-free position solution is estimated from the all-
in-view satellites, whereas the fault-tolerant position solu-
tion assumes one or more possible faulty signals; thus, it 
is estimated from a subset of satellites. Then, the solution 
separation threshold test is expressed as [44]

 | | ,x x T( ) ( )
,q q

k
k q

0 #-t t  (3)

where the descriptions of the symbols are given in Table 3. 
If the solution separation for any axis exceeds a certain 
threshold, signal faults are likely to exist, and exclusion of 
these faults should be attempted.

If the solution separation threshold test passes without ex-
cluding any satellite signals, the HPL is computed as follows. 
In the MHSS-based HPL calculation method, the HPL is ob-
tained as a bound that includes all the HPLs corresponding 
to the fault-free and fault-tolerant position solutions. The 
HPL for the q-axis (i.e., HPLq) is calculated as [44]

Symbol Description

x State vector of a user’s receiver, which is defined as ,r c tT T
u ud6 @

t Pseudorange measurement vector, which is defined as , , TN1 ft t6 @
xD t Difference between a receiver’s state vector x and its estimate from the previous iteration xt

tD Difference between the pseudorange measurement vector t  and the expected pseudorange vector tt  based on the satellite positions and xt

G Geometry matrix

W Weighting matrix, which is the inverse of a diagonal matrix whose diagonal elements are the measurement noise variances

q Either q = 1 or q = 2 for the east or north axis of the horizontal plane, respectively

x ( )
q
0t Fault-free position solution for the q-axis estimated from the all-in-view satellites

x ( )
q
kt Fault-tolerant position solution for the q-axis and k th fault mode

T ,k q Solution separation threshold for the q-axis and k th fault mode (k  = 0 represents the fault-free condition)

HPLq HPL for the q-axis

( )Q $ Tail probability function of the standard Gaussian distribution

b( )
q
k Nominal bias of the position solution for the q-axis and k th fault mode

( )
q
kv Standard deviation of the position solution for the q-axis and k th fault mode

N fault esmod Total number of fault modes

p ,fault k Probability that the k th fault mode occurs

PHMIHOR Probability of hazardously misleading information for the horizontal component

PHMIVERT Probability of hazardously misleading information for the vertical component

P ,sat not monitored Probability that independent simultaneous satellite faults are not monitored

P ,const not monitored Probability that simultaneous constellation faults are not monitored

Table 3. The mathematical notations related to HPL calculation.
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where the descriptions of the symbols are given in Table 3. 
Detailed information and mathematical formulations of 
the ARAIM user algorithm are provided in [44]. If the so-
lution separation threshold test does not pass (i.e., a fault 
is detected), fault exclusion should be attempted. After the 
exclusion of faulty signals, the HPL should be calculated 
considering the probability of wrong exclusion. The HPL 
equation in this case has an additional factor to (4). De-
tailed discussions are available in [44].

Prediction of Conservative HPL in Urban Environments
Predicting the exact HPL of a vehicle at a certain location 
and time is virtually impossible due to imperfections in 

3D urban digital maps as well as the presence of nearby 
dynamic objects, which cannot be predicted. For example, 
nearby vehicles can block satellite signals, as illustrated in 
Figure 3(a). Therefore, the HPL will be predicted conser-
vatively by assuming that the vehicle of interest is always 
surrounded by taller vehicles. Considering the height of 
the vehicle used for the field test (1.7 m), the height and 
width of a typical dump truck (3.3 and 2.5 m, respectively), 
and the typical width of a lane (3.7 m), an elevation mask of 
33º was set, including a slight margin. In other words, to be 
conservative, satellite signals with less than a 33º elevation 
are assumed to be blocked by nearby vehicles.

Signal reflection and blockage due to static objects, 
such as buildings, can be predicted by ray-tracing simu-
lation if exact 3D urban digital maps are available [46], 
[47]. However, it should be noted that the signal reception 
conditions in each lane can vary significantly [48]. For ex-
ample, a vehicle can have an LOS reception of a certain 
satellite signal in one lane but may not receive the signal 
from the same satellite in another lane because of build-
ing blockage [see Figure 3(b)].

To perform ray-tracing simulations to predict signal block-
age due to buildings and NLOS-only or LOS + NLOS bias (i.e., 

NLOS
nt  or L N

nt +  in Figure 1), commercial 3D urban digital 
maps from 3dbuildings and Wireless InSite commercial ray-
tracing software were used. Figure 4 shows an example of a 
ray-tracing simulation. It was assumed that the exterior walls 
of all buildings were made of concrete. The time of arrival 
(TOA) of GNSS signals was calculated using the shooting and 
bouncing ray (SBR) method described in [49], which is used to 
find geometrical propagation paths between a transmitter and 
a receiver using a 3D map. In the SBR method, among the rays 
transmitted from the source, the rays that hit the building are 
specularly reflected and traced until the maximum number of 
reflections is reached. Then, NLOS

nt  or L N
nt +  is predicted using 

the simulated TOAs, amplitudes, and phases of GNSS signals 
from ray tracing according to the signal reception condition. 
The GPS and GLONASS constellations were considered based 
on their almanac information.

To reduce the computational complexity of the ray-tracing 
simulation, it was assumed that the receiver received only 
direct and single reflected signals. If a signal was reflected 
by buildings more than once, it was assumed that the signal 
was not received by the vehicle. This assumption does not sig-
nificantly affect the accuracy of conservative HPL prediction 
because the received signal strength of multiple reflected sig-
nals is low, and a receiver may not track such signals.

With the predicted pseudoranges from the ray-tracing 
simulation, the HPL can be predicted following the pro-
cedure in Figure 2. An example map of the conservatively 
predicted HPL is given in Figure 5. If the number of visible 
satellites at a certain location is insufficient for FDE, the lo-
cation is marked as unavailable because the HPL prediction 
is not performed in this case. It should be noted that the HPL 

Lane 1 Lane 2

(a)

(b)

FIG 3 (a) The GNSS signal blockage due to a nearby vehicle.  
(b) The different signal reception conditions in two lanes.

FIG 4 The ray tracing at a single node within a 3D urban digital map.
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at a given location varies with time because GNSS satellites 
move. Fortunately, future satellite positions are reliably pre-
dictable based on ephemerides [34]. Thus, the conservative 
HPLs over a certain time horizon at each location can be cal-
culated in advance in a cloud server. Automated vehicles can 
use this information without concern about their onboard 
computational power. Since the conservative HPL prediction 
at each location and time can be performed independently, 
a cloud server with enough parallel processors can quickly 
generate HPL prediction maps of regions of interest.

Experimental Field Test Results
To verify the proposed methodology for conservatively pre-
dicting HPL in urban environments, field tests were per-
formed to calculate the HPL based on actual pseudorange 
measurements. Then, the HPL based on measured pseu-
doranges (i.e., the measured HPL) was compared with the 
conservative HPL based on predicted pseudoranges (i.e., 
the conservatively predicted HPL). The HPL varies over 
time, as satellite geometry changes. Further, the HPL is 
impacted by the surrounding environment. To check if the 
proposed methodology is applicable to various times and 
environments, field tests were performed in two different 
cities: Irvine, California, and Riverside, California.

During the experiments, GPS and GLONASS measure-
ments were collected using a Septentrio AsteRx-i V re-
ceiver. The GNSS antenna was placed on top of the ground 
vehicle (Figure 6). GNSS constellations during the experi-
ments in Irvine and Riverside are included in Figure 7. 
Figure 8 presents a small portion of the urban test envi-
ronment in Irvine as an example, which included several 
tall buildings that significantly changed the measured HPL 
values. In Riverside, complex-shaped buildings were dis-
tributed along the test trajectory. The experiments were 
conducted along approximately 4.5- and 1.6-km roads in 
Irvine and Riverside, respectively.

As shown in Figure 3(b), the signal reception condition 
can dramatically change according to the lateral location of a 
vehicle on the road. It is theoretically possible to predict the 
HPL at every location, as in Figure 5; however, the prediction 
accuracy depends on the accuracy of the 3D building and 
road maps. For example, a slight height error of a building 
model or a lateral position error of a road model in a digital 
map can cause a visible satellite to be predicted as invisible 
during ray-tracing simulation. Unfortunately, commercially 
available 3D digital maps have limited accuracy. As a con-
servative approach, multiple ray-tracing simulations were 
performed by changing the vehicle’s lateral location across 
the road. If a certain satellite was invisible at one location, 
the satellite was treated as an invisible satellite when pre-
dicting the HPL at the given longitudinal location of the road. 
Furthermore, NLOS

nt  and L N
nt +  were also predicted at every 

lateral location across the road, and the largest value was 
chosen for the pseudorange prediction, to be conservative.

Figure 9 describes the conservatively predicted HPL 
along two 1.5-km roads with tall buildings. The ground 
vehicle freely changed its driving lane during the field 
tests. However, its measured HPL was always less than 
the conservatively predicted HPL that assumed the most 
challenging lateral location, having the largest number of 
signal blockages and largest NLOS-only and LOS + NLOS 
biases. When the vehicle drove along a lane with better 
satellite visibility (i.e., a lane distant from a tall building), 
the measured HPL was significantly lower than the con-
servatively predicted HPL that assumed the most challeng-
ing lane with poor satellite visibility, as in the case of a 
1.3-km distance location in Figure 9(b). Nevertheless, the 
most challenging lane needs to be assumed when the HPL 
is predicted because it is not practical to restrict the driv-
ing lane of a vehicle.
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FIG 5 The conservatively predicted HPL with a 33º elevation mask at a certain 
time epoch. This map varies with time because of GNSS satellite motion.

GNSS Antenna

AsteRx-i
Module

Storage

FIG 6 The experimental settings. A GNSS antenna is attached to the top 
of a ground vehicle. The GNSS signals are processed using a Septentrio 
AsteRx-i receiver module. GNSS measurements and navigation data are 
stored on a laptop placed inside the vehicle.
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Application Case Study: Safety-Constrained Path Planning
The predicted satellite navigation reliability map (i.e., the 
HPL prediction map) can be utilized by an automated vehi-
cle for various purposes to ensure safe driving. Because the 

reliability of satellite navigation signals is already known 
through the HPL prediction map, an automated vehicle can 
plan a safe trajectory ahead of time. If the navigation sen-
sors of the vehicle rely heavily on GNSS, it would be better to 
detour around high-HPL regions. Most automated vehicles 
utilize IMUs, which are calibrated using GNSS. Therefore, 
IMU outputs in a high-HPL region should not be relied on.

As an application case study, the path planning of an auto-
mated vehicle based on the HPL prediction map is considered. 
Unlike traditional strategies for path planning to minimize 
travel distances and times, the primary focus here is the navi-
gation safety of an automated vehicle. Therefore, the optimi-
zation problem is formulated with safety considerations as
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where the descriptions of the symbols are given in Table 4.
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FIG 7 The GPS (green) and GLONASS (yellow) constellations during the 
field tests in (a) Irvine and (b) Riverside.
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FIG 8 The urban test environment in Irvine.
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The cost function in (5) aims to find an optimal path 
that minimizes both the travel distance and HPL along the 
path (recall that a smaller HPL indicates a higher satellite 
navigation reliability). The first constraint in (5) considers 
the ratio of the number of safe nodes to that of the total 
nodes. For example, if THPL  is set to 10 m and Tsafe  is set to 
95%, a candidate path with more than 5% of nodes having 
an HPL of more than 10 m will not be selected as an optimal 
path. The second constraint in (5) ensures the avoidance of 
a candidate path with continuous signal outages. The out-
puts from automotive-grade IMUs quickly diverge if GNSS 
signals are unavailable or unreliable for a certain period. 
Therefore, continuous signal outages are more problemat-
ic than intermittent signal outages for similar total outage 
durations. For example, if Dsafe  is set to 150 m, a candidate 
path with continuous signal outages for more than a 150-m 
distance will not be selected as an optimal path.

Table 5 compares the optimization problem formula-
tions of previous studies [14], [15] and the current study. 
Unlike the previous studies, where only travel distance 
and navigation reliability (i.e., the positioning error [14] 
and the HPL without considering measurement faults 
[15]) were considered, the proposed optimization problem 
considers GNSS unavailability and continuous signal out-
ages, as well, to obtain a more realistic solution.

To solve the optimization problem in (5), the A* algo-
rithm [50] was applied, which is a widely used search 
algorithm that can find an optimal path to a given tar-
get node. The A* algorithm was implemented as shown 
in Algorithm 1 to find an optimal solution to the safety-
constrained path planning problem. The overall road 
structure of a given map, which is expressed by a graph 
composed of nodes and edges, is denoted by .P  Given start 
and target nodes, the A* algorithm finds the cheapest path 
[i.e., a sequence of nodes that minimizes the cost function 
in (5)] based on the sum of the backward cost (the cumu-
lative cost) and forward cost (the heuristic cost). The open 
set, which is implemented as a priority queue that stores 
nodes that have been visited but whose successors have 
not been explored, is denoted by .O  pcurrent  denotes the 
currently visited node, and pneighbor  denotes a neighbor 
node of .pcurrent

For each iteration, all neighbor nodes of pcurrent  are 
stored in O  and the overall cost f of each 
neighbor node is calculated. The overall cost 
f is defined as the sum of cumulative cost g 
and heuristic cost h. The Euclidean distance 
(i.e., the straight line distance) to the target 
node was used as the heuristic cost. After cal-
culating the cost of each neighbor node, the 
node in O  with the smallest f is selected 
as pcurrent  and is moved to the close set .C  The 
iteration ends when the target node is reached 
or when the open set O  becomes empty. If the 

target node is reached, the final optimal path π can be found 
by reconstructing the nodes in C.

Considering the four candidate paths in Figure 10, which 
are between Costa Mesa, California, and Irvine, the key 
metrics related to the optimization problem in (5) along 
each candidate path are summarized in Table 6. The GPS 
and GLONASS pseudoranges were measured along the paths 
during the field tests to obtain the measured HPL. The re-
sults of this experiment are summarized as follows:

 ■ The costs, which are the output of the cost function in 
(5), of paths 1, 2, 3, and 4 were 56,428, 52,137, 110,398, 
and 92,805, respectively. Therefore, path 2 has the min-
imum cost. Because path 2 satisfies all the constraints 
in (5), it was selected as the optimal path.

 ■ Although the average HPLs of the four paths were 
similar, the ratios of safe nodes and the maximum con-
tinuous distances with unacceptable HPLs (i.e., the 
predicted HPL is unavailable or above )THPL  were sig-
nificantly different. In particular, in path 2, the ratio of 
safe nodes was 100%, and there was no section where 
the predicted HPL was unacceptable. This implies that 
an autonomous vehicle can know path 2 has better 

Symbol Description

r Sequence of nodes between start node pstart  and target 
node ,p target  i.e., { , , , , }p p p pstart t etarg2 3 fr =

Nnodes Total number of nodes along a path

,dist p pk k1-^ h Euclidean distance between nodes pk 1-  and pk ( p pstart1 =  
and p p t etargNnodes = )

,HPL p tk^ h Conservatively predicted HPL at node pk  and time t, which 
is given by the HPL prediction map

T HPL Maximum allowable HPL value (i.e., the HPL threshold)

( )N $ Number of nodes satisfying the given condition

Tsafe Threshold for the ratio of nodes satisfying HPL threshold T HPL

DHPL unacceptable Continuous distance where the predicted HPL is 
unavailable or above T HPL

Dsafe Threshold for DHPL unacceptable

Table 4. The mathematical notations related to the proposed 
safety-constrained path planning algorithm.

Method
Travel 
Distance

Navigation 
Reliability

GNSS 
Unavailability

Continuous 
GNSS Outage

Zhang and Hsu [14] ✓ ✓ ✗ ✗

Maaref and Kassas 
[15]

✓ ✓ ✗ ✗

Proposed ✓ ✓ ✓ ✓

Table 5. The comparison of optimization problem formulations  
for safety-constrained path planning.
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GNSS signal quality than the other paths before driv-
ing by solving the optimization problem in (5) using the 
HPL prediction map and Algorithm 1.

 ■ Paths 1 and 4 are also feasible solutions because they 
satisfied all the constraints of (5). However, neither 
path 1 nor path 4 is an optimal solution according to the 
proposed cost function that considers both travel dis-
tances and predicted HPLs.

 ■ Path 3 is not a feasible solution because it violated the 
second constraint that requires DHPL unacceptable  to be less 
than ,Dsafe  which was set to 150 m. The proposed op-
timization problem successfully screened a path with 
continuous GNSS signal outages that could potentially 
threaten the vehicle’s driving safety.

 ■ In all cases, the conservatively predicted HPL bounded 
the measured HPL 100% of the time.

Conclusion
The reliability of GNSS signals is crucial to ensure driv-
ing safety because various navigation sensors of automated 
vehicles rely on GNSS signals. This article considered the 
HPL obtained by the ARAIM algorithm as a metric to mea-
sure navigation reliability at a given location and time on 
urban roads. Due to the uncertainty of nearby dynamic ob-
jects and the limited accuracy of 3D urban digital maps, 
a method to conservatively predict the HPL was proposed 
and validated experimentally. The pseudorange biases and 
presence of signal reflections and blockages, which are 
necessary to predict the HPL in urban environments, were 
simulated by ray-tracing with 3D maps. The generated HPL 
prediction map can serve as useful road information for 
various navigation applications. As a case study, the HPL 
prediction map was applied for the safety-constrained path 
planning of an automated ground vehicle. Unlike previous 
studies, the proposed optimization problem considered the 
unavailability of GNSS signals and continuous GNSS  signal 

Start Node:
Costa Mesa

Target Node:
Irvine

Path 1 (22 January)

Path 2 (23 January)

Path 3 (24 January)

Path 4 (25 January)

FIG 10 The four candidate paths between Costa Mesa and Irvine. GNSS signals along the paths were collected during four consecutive days.

Data: , , , ,p p HPLP t etstart arg  ,D Tsafe HPL

Result: π 
,pf p dist pstart start t etarg!^ ^h h

D p 0HPL unacceptable start !^ h
safenode p 1start !^ h

pO start!

while    is not emptyO  do
  pcurrent !  node in O  having smallest f
  pO O current! -

  if D p DHPL unacceptable current safe$^ h  then
    continue
  end
  if pcurrent  is p target then
    !r  reconstructed path from C
    Nnodes !  total number of nodes in r
    Nsafe nodes !  sum of safenode of all nodes in r
    if /N N Tsafe nodes nodes safe2  then
      return r
    end
    continue
  end
  pC C current! +

  for every neighbor of pcurrent  do
    ,g p dist p p HPL p g p·neighbor neighbor current neighbor current! +^ ^ ^ ^h h h h
    ,h p dist p pneighbor neighbor t etarg!^ ^h h
    f p g p h pneighbor neighbor neighbor! +^ ^ ^h h h
    if HPL pneighbor^ h  is unacceptable then
      safenode p 0neighbor !^ h
      D pHPL unacceptable neighbor !^ h
      ,D p dist p pHPL unacceptable current neighbor current+^ ^h h
    else
      safenode p 1neighbor !^ h
      D p 0HPL unacceptable neighbor !^ h
    end
    pO O neighbor! +

  end
end
return failure

Algorithm 1. The A* algorithm implementation for safety-
constrained path planning.
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outages that occur in urban environments. A specific im-
plementation of the A* algorithm to find an optimal path 
was also suggested and demonstrated.
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